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ABSTRACT 

Network-on-Chip (NoC) architectures have emerged as a promising technology for modern 

computer systems to address the design challenges of high-performance computing systems. 

Wireless NoC (WNoC) architectures are introduced to improve performance by reducing the core-

to-core communication latency. Conventional WNoCs broadcast messages that increase 

bandwidth-traffic, communication delay, and power consumption. Studies show that directory-

based schemes have potential to reduce bandwidth-traffic and improve performance. This work 

introduces a WNoC architecture with centralized directory (WNoC-CD) and a WNoC architecture 

with distributed directories (WNoC-DDs) to enhance faster execution by reducing bandwidth-

traffic and communication latency. The impacts of uniform and non-uniform distribution of cores 

into subnets on performance are also studied. 

VisualSim software package is used to model and simulate a traditional mesh and the 

proposed WNoC-CD and WNoC-DDs architectures by processing different communication 

scenarios. Experimental results show that the proposed WNoC-DDs reduces communication delay 

up to 20.54% and 5.40%, respectively, when compared to mesh and WNoC-CD. Similarly, the 

proposed WNoC-DDs reduces power consumption up to 73.56% and 19.97%, respectively, when 

compared to mesh and WNoC-CD. In a WNoC-DDs, each subnet works independently and 

resolves communication issues simultaneously. Experimental results also show that the non-

uniform subnets help reduce communication delay up to 11.11% and reduces power consumption 

up to 14.76% when compared with the uniform subnets. Non-uniform partitioning provides 

flexibility of allocating tasks to different sized subnets as needed and thus improves the core 

utilization to a greater extent. 
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CHAPTER 1 

INTRODUCTION 

Computing is a critical task of modern technology, where it uses computers to manage and 

process the information. The revolution of computation led to the developments and improvements 

in designing low-cost microprocessors. According to Moore’s law the number of transistors on the 

chip doubles about every two years. Till recent times we have been able to push more and more 

transistors on a single chip, but one day we will reach a limit that a transistor may be one atom 

length, this will be an absolute limit on the Moore’s law [1], [2]. Considering the future challenges 

with respect to transistor size and its limits, computer scientists are embarking on a fundamental 

shift in how the transistor density on a single chip is used to increase the performance. The increase 

in transistor number led to multiple ways of increasing parallelism. Initially, the parallelism is 

introduced on single-core processors. However, Single-core processors are not good enough for 

complex applications and they have their own limitations in terms of processing speed and 

adoptable features. Speedup in single-core architectures can be enhanced by increasing clock 

speeds however they are certain limitations like switching frequency, heat dissipation, etc. [3]. To 

increase speed, a modern technology, that is multicore architecture evolved, by addressing the 

problems of single-core architecture in various aspects. More than one core on a single silicon die 

is considered as multicore architecture and they ensure better performance with less heat 

dissipation [4]. However, the growth of multicore architectures is ineffective with the existed 

programming structures and so the development of parallel programming came to limelight, that 

allows multiple cores to work independently for different assignments [5], [6]. Multicore 

architectures are used in analyzing data, scientific research, and to solve complex computational 

problems. Multicore architecture brings various platforms into one roof, such as parallel 
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processing algorithms, multiple cluster node networks, and computer architectures for the 

performance improvement of many applications [7]. Multicore architectures are fast and effective 

in executing the programs with a trade-off on bandwidth, latency, and power consumption [8]. In 

multicore architectures, cores are coupled together to work concurrently in parallel for increasing 

execution speed of complex jobs which need multiple operations to be done at a single instant of 

time.  A large and/or complex job is divided into multiple tasks and the tasks are processed 

concurrently on many cores; this leads to multicore systems [9], [10]. It is necessary that all cores 

cooperate efficiently for every single computation. In a multicore system, multitasking is done by 

assigning different sets of tasks to different cores. More cores are integrated on a single die which 

presents a need of interconnection between two cores and interconnection among the cores leads 

to long wiring delays, huge power consumption, and other challenges. To address the 

interconnection issues, Network-on-Chip (NoC) architectures are proposed and is still widely 

investigated as a scalable and reliable infrastructure communication [11], [12]. However, with 

NoCs, the major problems are the connection between nodes, latency, and is suitable for only 

medium number of cores [13]. Wireless Network-on-Chip (WNoC) architecture is introduced to 

overcome the problems of multi-hop in NoC [14]. WNoC reduce the number of hops by using 

wireless links in the path and thus reduces latency and power consumption among cores in a 

multicore architecture [15], [16]. With the increase of multiple cores on a single die, cache 

coherence is one of the major challenges particularly when they are associated with shared memory 

[17]. In the present design of a multicore architecture, there are many techniques to address cache 

coherence such as directory-based protocols [18].  

As we know, a processor is the brain of a computer system and is responsible for 

computing, making logical decisions, and controlling different activities throughout the process. 
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A helping hand or additional hardware for a processor or Central Processing Unit (CPU) adds an 

advantage to the system. Hardware accelerator [19], [20] is an additional hardware to any CPU for 

improving the performance. In this work, we are introducing Stanford Directory Architecture for 

SHared Memory (DASH) like hardware in a traditional WNoC architecture. DASH architecture 

provides high processor performance by maintaining coherence among the caches of all the cores 

and provides scalability of cores [21]. The proposed architecture is a hybrid combination of the 

WNoC architecture and the DASH architecture. The major goal of the proposed multicore 

architecture is to reduce the cache latency among the cores by decreasing the number of hops 

required to travel from a source core to a destination core using the directory and wireless routers.  

Multicore or WNoC architectures are traditionally mesh networks. The physical 

arrangement of network in mesh has several disadvantages such as congestion due to multicasting, 

latency, power consumption, and unbalanced workloads.  To address mesh network issues, 

solutions such as partitioning cores into subnets are introduced. In multicore architectures, cores 

are divided into subnets based on different mechanisms and data is transferred between cores based 

on network topology [22], [23]. The cores are logically divided into subnets, where each subnet 

has a center core and the center core is responsible to communicate with-in subnets or out of the 

subnets. The partition of subnets reduces underutilization of cores, latency, and power 

consumption. Subnets allow the multicore architecture to work in parallel for various assignments. 

However, finding a center core is a challenge in many cases. Conventionally, subnets are divided 

uniformly based on the number of cores for that chip. Uniform subnets imply that every subnet 

has equal number of cores in that architecture. It will be easy to find a center core for a 3x3 core 

subnet, which has 9 cores.  However, it will be a challenging task to find a center core for a 4x4 

core subnet, which has 16 cores. The performance can be boosted if the subnet has a closer center 
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core and the distance is uniform to other cores in its subnet.  In general, applications may need 

minimum to maximum number of cores.  Allocating uniform subnets may result some cores in less 

or no utilization for some applications, and some applications may need more cores than the 

number of cores fixed in a subnet. 

Non-uniform subnets are becoming popular for some applications as they offer better 

performance when compared to uniform subnets [24], [25], [26]. The non-uniform subnet results 

are promising and convincing to adopt the new techniques into WNoC architectures. Non-uniform 

subnets may be better if different number of cores are required by different applications. 

1.1 Computer Architectures 

Computer system architectures are influenced by the trends of hardware and software 

technologies. The performance improvement of any architecture depends on its capability in terms 

of clock speeds, switching operation of transistors at logic level, and hardware/software 

methodologies. According to Moore’s law, the number of transistors per square inch on integrated 

circuits doubles every year. With this high package density of transistors there are several 

advantages and disadvantages to make it in complete usage. Several computer architectures are 

introduced as the days go on. In mid-1990s, single-core architectures are introduced. Single-core 

processors can only start one operation at a time. To enhance the performance of single-core 

processor, multicore architectures are introduced in 2004-2006 [27].   

1.1.1 Single-Core Architectures 

Single-core architectures have only one processor to process instructions. The performance 

of single-core architectures achieved through the increase of clock speed and transistors count. 

However, there are limitations in increasing the clock speed as they end up with thermal or heat 

dissipation issues [28]. Increased clock frequency also brings the issues of switching speed of 
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transistors. The performance of a single-core architecture can be enhanced if the core accesses the 

data quickly and it can be achieved with the introduction of a dedicated cache. The cache memory 

stores the frequent data and so the latency can be reduced if it is not accessing the main memory. 

However, the size of cache memory is small, and so the latency is a major issue in single-core 

architectures. So, for complex computations or multitask environments, single-core architectures 

are not satisfactory. Mostly, the processors manufactured before 2005 are single-core and they are 

cheap now with the evolution of multicore architectures. Figure 1.1 illustrates a simple single-core 

CPU architecture, which has an arithmetic logic unit (ALU) and is possible to execute only a single 

instruction at a time.  

 

Figure 1.1: Single-core architecture 

As time goes on, the modern requirements are not satisfied with the existed single-core 

architectures as they have certain limitations in multitasking. Single-core based modeling and 

simulation techniques are not adequate to design modern multicore embedded systems [28]. 

Multicore processors are emerged to deal with the multiple tasks/applications given to the 

processor at any given instant of time. Multicore system has multiple cores that can be on a single 

or multiple system. In multicore architectures, to speed up the computation process, cores are 
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assigned to perform different tasks in parallel and so they are also termed as parallel processor 

architectures. Multicore processors execute multiple tasks at the same time, reduces waiting time, 

and enhances the computer’s productivity. However, multicore processors are complex to design 

and needs more space. Multicore processors are appropriate for more processing power 

applications and consumes smaller power compared to single-core at the same clock rate. 

1.1.2 Multicore Architectures 

A multicore processor is a single computing component that has multiple cores and they 

work independently as a processing unit. Multicore computers are intended to address the issues 

of single-core architectures like heat and speed. As the name suggests, multicore processing units 

execute multiple instructions at the same time. The multiple cores are integrated on a single 

integrated circuit (IC) or multiple die but in a single chip package. Figure 1.2 illustrates the simple 

multicore architecture of four cores, where each core has its own ALU. The ALU has its own 

register file and the register files are connected to a shared bus interface. 

Figure 1.2: Multicore architecture 
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According to multicore architecture design techniques, four cores running at one fourth of 

the frequency can approach the performance of a single-core running at full frequency, while the 

quad-core power consumption is less. If the cores are increased, it would be an advantage for 

software applications as they have more threads. The multicore architectures are capable to handle 

multithreaded parallel processing. Multiple threads on multiple cores can be executed 

simultaneously at the same processor cycle [29], [30].  

Multicore systems are designed in a way that two or more cores are coupled together to 

work concurrently in parallel for increasing execution speed of complex jobs which need multiple 

operations to be done at a single instant of time. In multicore architectures, speed can be enhanced 

if the cores access the data quickly and it can accomplish when all the cores have their own 

dedicated cache. To reduce the latency between the cores, cache levels can be expanded further. 

However, the performance of multicore also relies on the type of cache utilized such as dedicated 

and sharing. With the introduction of cache in multicore architectures, cache coherence is a major 

issue when the cached data from cores is not updated in the shared memory. Figure 1.3 illustrates 

the multicore architectures organization with dedicated cache and shared cache [31].

 

(a) Multicore architecture with dedicated L2 cache 

 

(b) Multicore architecture with shared L2 cache 

Figure 1.3: Examples of cache levels in multicore architectures:  

        (a)  Multicore architecture with dedicated L2 cache  (b) Multicore architecture with shared L2 cache
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Figure 1.3 (a) illustrates the AMD Opteron organization, where CL1 is divided into L1 data 

cache and L1 instruction cache with dedicated CL2 for each core. Figure 1.3 (b) illustrates the Intel 

Core Duo organization that has a dedicated CL1 for instruction and data with a shared CL2 cache. 

In all the multicore architectures, the main memory is shared and so the cache coherence problems 

arise if the cached data of the cores are not updated. Multicore architectures are reliable with 

improved performance for network-on-chip (NoC) architectures. Even though multicore 

processors have become important, there are still many issues that designers face while designing 

more than one processing core on a chip. For efficient on-chip communication, there are certain 

constraints to be considered, such as limited area, communication latency, and power 

consumption. To combat unnecessary power consumption, many designs incorporate a power 

control unit which has the authority to shut down unused cores and limits the consumption of 

power [32]. The bus based multicore architecture [33] is suitable for small number of cores (say, 

4-8) with dedicated wires to the cores. However, the manufacturing of chips using dedicated wires 

would consume more power but offers no or little performance improvement. The inefficiency of 

dedicated wires resulted in a shift to on-chip networks and incorporating wireless communication 

among cores. NoC provides a more scalable solution for the multicore architectures.  

The scaling difficulties of uniprocessor architectures lead to the evolution of chip 

multiprocessors (CMPs). To increase the number of cores in a scalable way, the research and 

evaluation on NoC architectures predominantly increased. The memory hierarchy, interconnect, 

wiring schemes, routing architecture, network topologies, and power optimization techniques play 

a key role in the performance of CMP designs as well as NoC architectures. The advanced 

multicore chip supports several cores say, 10 to 100 or more on a chip and their performance is 

based on the number of cores and network topology [34], [35].  
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1.2 Cache Coherence in Multicore Architectures 

Single-core architectures are having limitations to speed up by increasing clock frequency 

as they dissipate enormous heat and consume more power. Then the existence of multicore 

architectures raised as they are good to distribute work among cores and they can work 

concurrently to complete the given task successfully. To cut down the costs of multicore 

architectures, shared memory is introduced. In multicore architecture, cores in a group work 

together in parallel according to the given assignments and there is a need of data exchange 

between cores in this process. Due to the cost of memory devices, cache size of each core is limited 

and so the capacity of it is small when compared to shared memory. In general, the data exchange 

between cores is through cache and we use different protocols to update the cache accordingly. 

When the cache is not updated accordingly, then the data in the cache is incoherent and it is 

generally termed as cache coherence. If the number of cores is less, broadcasting is possible with 

snoopy based protocols and every core is updated with recent changes on any core. Withal, as the 

number of cores increases, snoopy techniques are not capable and so the directory-based protocols 

are developed that gives a room for scalability.  

Particularly, the incoherent data may be greater in multicore architectures as they have 

several cores or processing units. With the number of cores increase, scalability and cache 

coherence related issues are boosted. To improve the performance of multicore architectures the 

role of cache is dominant. When a processor/core modifies a cached data element, then it is 

essential to update or invalidate other cached copies to prevent of usage of obsolete data copies. 

Cache coherence arises due to non-updated data [36], [37]. However, the performance 

enhancement majorly lies on cache size, cache level hierarchy such as private and shared. The 

performance of any system also depends on the type and organization of cache implemented. 
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Figure 1.4 illustrates the cache organization of a two-core CPU. Here, each core has dedicated 

cache and the caches share a shared memory resource.   

 

Figure 1.4: Cache organization 

Consider a system with many cores, where all of them have their own private cache. The 

read and write of three of those processors are illustrated in Figure 1.5 (a). After completion of 

first read at time t1, processor P0 will have the value "12" (randomly chosen) in its cache for a 

variable X which is stored in shared memory location X as illustrated in Figure 1.5 (b). After 

completion of second read at time t2, both processor P0 and P1 will have the same value "12" in 

their caches for the variable X as illustrated in Figure 1.5 (c). After time t3, processor P0 writes the 

new value "16" in its cache. In a system without cache coherence mechanism, say it will not be 

updated to a shared memory location. Therefore, when P1 and/or P2 will read next time, they will 

read the old value "12" as illustrated in Figure 1.5 (d) [38]. To ensure that all the processors 
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whichever read the new value of X after the update of processor P0, a new mechanism is required 

to update the main memory location value as well as all other processors who will be using it. 

 

Figure 1.5: Cache coherence example 
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1.3 Performance Issues of Network Topologies 

Multiple nodes or cores are connected to communicate with each other, which is referred 

to as network topology. The connection lines between cores are generally termed as hops. The 

message flow in a network based on the type of topology enforced. The data transfer rate between 

computers/terminals depends on bandwidth. The higher bandwidth allows the computers to 

transfer data quickly. There are several network topologies that are available in market with some 

trade-off among speed, efficiency, and cost. The performance of any network topology depends 

upon all the components used in that network [39], [40]. To get better performance of a network, 

using outstanding components for the entire network is essential. The network components are, 

bandwidth which depends on connection lines, network cards, routers, and cables. On top, the 

speed and efficiency mostly rely on the type of network, where the computers are connected. A 

topology can be preferred based on the type of application required as every topology has its own 

advantages and disadvantages. Out of most, there are some topologies which are extensively used 

because of their capability with greater trade-off abilities. Namely, some of those trendy topologies 

are bus, ring, crossbar, and mesh topologies. 

Every topology has its own pros and cons. Bus topology is preferred for smaller networks. 

Bus topology [41] is simple, and they don’t have any special computer or controller compared to 

ring, where it could be useful in controlling the sub network or entire network. The lack of 

controller in bus topology does not make fit to be adopted in multicore architectures 

predominantly. In ring topology, computers formed as ring or circular where a neighbor computer 

is connected to its left and right. Latency is the major concern in this topology, as the number of 

computers increase in its network, the latency increases accordingly. The major drawback of the 

ring topology is break in network cabling may affect the entire network. Thus, ring topologies are 
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not given highest priority in multicore architectures. Crossbar topology [42] is better in multicore 

architectures when compared to bus and ring topologies. Source node to destination node 

connections are made through cross bar switch. Each node is connected to all other nodes of the 

architecture. The major drawback of crossbar topology is the number of switches required and so 

the cost of the system increases extremely. In contrast to crossbar, the nodes in mesh topology are 

connected to its own switch. Mesh topologies [43] use blocking technique to get rid of multiple 

paths especially when there are 3 requests from any specific node. This limitation is mainly due to 

the routing strategy of mesh, that generally follows XY routing protocol, which indicates only two 

directions possible at a time for that specific node. The mesh topology follows multiple paths using 

XY routing protocol to reach the destination [44]. There is a trade-off between the crossbar and 

mesh topology and if the cost is a major concern, then mesh is the only possible solution.  

Wired interconnects can cause delay, power loss, and scalability issues. On-chip 

interconnects with wireless techniques are introduced to address the issues of wired interconnects. 

Communication latency and power consumption are important parameters that need to be 

addressed for improving the performance of architectures with hundred number of cores. There 

are various challenges to the introduction of wireless routers and directories in WNoC in order to 

improve the performance of WNoC architectures. 

1.4 Problem Description 

Network-on-Chip architectures has several issues such as connecting nodes, on-chip 

temperature, and packaging constraints. Basically, NoC architecture is implemented with a 

network topology such as bus, crossbar, and mesh. Several challenges encounter based on the type 

of topology and interconnects used.  
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In traditional mesh architecture, communication latency, power consumption, and hop 

count are high due to its architecture design and routing protocol. Mesh architecture is completely 

wired interconnects and thus having scaling issues. Traditional mesh architectures make use of 

entire architecture for any application and so they may face underutilization challenges for small 

applications.  

In traditional WNoC, even though wireless routers and clusters division is implemented to 

address the issues of traditional mesh architecture, it still has the problems with incoherent data, 

broadcasting, and traffic issues which also increases power consumption. So, a novel architecture 

is required to reduce wired interconnects, communication latency, cache coherence, data 

synchronization, and power consumption.  

However, as the number of cores increase, the complexity of controlling the architecture 

in terms of latency, wired/wireless links are always challenging. Instead of using the entire network 

for a single application, the subnets partition helps to reduce latency and power consumption. The 

partition of cores into the subnets improve the system performance and they can be categorized 

into uniform and non-uniform partition. Uniform partition leads to underutilization of cores and 

more power consumption for smaller applications. Logical partition of subnets to find a center core 

is always challenging as the number of cores increase mostly if the size of architecture is of even 

size. 

1.5 Contributions 

In this work, we propose a novel architecture that enhances performance with minimal 

energy using wireless routers and directories. Major contributions in this research include: 

• Introduction of a centralized directory in WNoC architecture to reduce 

communication latency and power consumption by addressing cache coherence.   
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• Introduction of distributed directories to overcome centralized directory issues such 

as network scalability and performance. 

• Introduction of non-uniform partitioning in WNoC to improve core utilization and 

performance. 

• Other contributions include: Introduction of a simulation platform and introduced 

workload characterization for multicore WNoC simulation. 

1.6 Dissertation Organization 

The dissertation is organized as follows: 

In Chapter 2, literature survey on cache memory hierarchy in multicore architectures, 

DASH architecture to address cache coherence and data synchronization, popular interconnection 

network topologies, WNoC topology with wireless routers, uniform and non-uniform partition of 

subnets in WNoC architectures are discussed. 

In Chapter 3, the proposed WNoC architectures with centralized directory are introduced, 

follwed by distributed directories of 36-core, where each subnet has a single directory. Then, 

number of cores are extended to 64-core with WNoC-DDs properties. Finally, uniform and non-

uniform partitions are discussed. 

In Chapter 4, experimental details for this research including assumptions, workload, tools, 

and parameters are described. 

In Chapter 5, some experimental results are presented and discussed to show the 

performance of various architectures of assorted sizes with different workloads. Finally, this work 

is concluded in Chapter 6. 
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CHAPTER 2 

LITERATURE SURVEY 

In this chapter, we discuss some related published articles as background work and 

motivation. We start with cache memory hierarchy in single-core and multicore architectures. 

Then we discuss how DASH architecture addresses cache coherence, and how popular 

interconnection network topologies such as bus, crossbar and mesh topologies are used. Finally, 

we discuss WNoC topology and clustering of WNoC cores into uniform and non-uniform subnets.  

2.1 Cache Memory Hierarchy 

Cache is a hardware that is used to store data close to the CPU to improve performance. 

Normally, each core has its own cache memory. Single-core architectures can improve 

performance with increased clock frequency but consumes more power which is nearly 73% with 

20% increase of clock frequency. However, with the introduction of a second core, without 

increasing the frequency, the performance can be improved to 73% with minimal rise of power 

consumption compared to single-core [45]. Then the designers developed multicore architectures 

and introduced parallel processing methods such as thread level parallelism (TLP). Multicore 

supports TLP to boost up performance.  

2.1.1 Cache in Single-Core Architectures 

To improve the performance of a processor, cache is introduced between the main memory 

and the CPU. During computation, the core checks its cache for data as/if needed and if the data 

is not available in cache, it is considered as cache miss. Then the data request is sent to main 

memory which increases the latency and power consumption. To improve performance further 

considering single cache issues accommodated with cost and power consumption, cache levels are 

introduced. The cache close to CPU is cache level-1 (CL1) and then a cache level-2 (CL2) is 
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introduced to reduce cache miss. CL2 can be shared or dedicated based on the type of architecture. 

In this research, shared off-chip CL2 is considered. The cache levels are further increased to 

improve the performance, but they are always shared to cut down the costs. The latency is 

minimum if CL1 has requested data, but it increases if there is a miss in CL1 and its ascending 

from there on to main memory. Figure 2.1 illustrates the Celeron processor [46] with 2x16 KB L1 

cache and 128 KB L2 on-chip cache levels in single-core architecture. The on-chip CL2 increases 

the cost of the system.   

 
(a) 

 
(b) 

Figure 2.1: Examples of cache organization in single-core architectures: (a) Single-core Celeron processor with 

private CL1 and on-chip CL2 (b) Single-core Pentium II Xeon processor with private CL1 and off-chip CL2 

In some processors, CL2 is off-chip and is close to main memory. Figure 2.2 illustrates the 

Pentium II Xeon processor [46] with 2x16 KB L1 cache and 512 KB to 2 MB L2 off-chip cache 

levels in single-core architecture.   
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2.1.2 Cache in Multicore Architectures 

The multicore architecture is a single physical chip that has more than one core. As cores 

increase, multiple requests to main memory leads to traffic, and latency. So private CL1 is 

accommodated for each core and thus individual data requests to main memory can be reduced. 

To incur the costs and improve performance, shared and private CL2 is introduced in multicore 

architectures [47]. As the number of cores increase, the issues such as cache coherence and 

scalability rise. Cache follows different techniques or policies to update the data in their system. 

Cache keeps the data that are frequently referenced, recently referenced, resources near referenced 

using temporal and spatial locality principles.  

Figure 2.2 illustrates the cache hierarchy of Intel quad-core architecture with private CL1 

and shared CL2 [48]. The data transfer is faster between cores if the data is obtained from cache 

and the delay increases if the core misses from individual cache. The lower level caches are always 

closer to the cores and if there is any data miss in L1 cache, it accesses the L2 cache and it follows  

further that is main memory if it misses in L2 cache. To work with the cores in great extent, 

improving cache utilization is one of the workable solutions.  

 

 

 

 

 

 

 

 

 

Figure 2.2: Intel-like quad-core architecture with private CL1 and shared CL2 
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 The communication latency to fetch data from cores depends on the level of cache where 

the data is available. To wind up, the latency and power consumption is maximum when the cores 

try to fetch data from main memory. To reduce the latency and power consumption, suitable 

coherence protocols between main memory and cores must be established.  

2.1.3 Cache Coherence Protocols in Multicore Architectures 

The main reason of using cache is to reduce the execution time of CPUs. If the data is 

referenced in cache, then it completes the execution in less CPU cycles rather than consuming 

more cycles when referred to main memory. In multicore architecture, each core has its own cache 

and so there is a possibility of cache inconsistency and it can be detected dynamically at run-time 

or statically at compile-time. When multiple copies of data are present in different caches 

simultaneously, then the problem of cache coherence arises. When the processors can update their 

own cache freely, then the inconsistent view of memory arises. To ensure data is valid, it is 

essential to avoid dirty data by using updates or invalidate policies. For any change in data, the 

processor updates by using write-policy schemes namely write-back and write-through to the 

cache. In write-back, write operations are made only to cache and the main memory can be valid 

only if the cache line updates the main memory. In write-through policy, cache as well as main 

memory are updated at the same time.  

 There are several cache coherence protocols that are widely used such as snoopy, MESI, 

and directory-based [49]. The popular protocol to address cache coherence is snoopy protocol [50]. 

They are majorly used for small core architectures and they follow broadcasting technique. 

Traditional snoopy methods are popular as they are simple to implement and provides reliable 

performance at the cost of high bandwidth and a size up to 32 processors only. Broadcasting is a 

simple technique to find data copies from all other caches, however, it consumes high bus 
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bandwidth, power, and increase latency for non-shared data compared to shared data. These 

broadcasting techniques shows that on average, 67% of broadcasts are unnecessary [51]. 

Traditional pure write update (PWU) protocol has low network latency but high bandwidth 

required. Traditional pure write invalidates (PWI) protocol has less bandwidth requirement but it 

has high cache miss ratio. Considering the issues of PWU and PWI protocols, there is a necessity 

of novel design in protocol that can accommodate for large core architectures. 

MESI protocol is one of the popular among all that is basically used to perform write-back 

to the cache. MESI stands for Modified (M), Exclusive (E), Shared (S), and Invalid (I) [52], [53]. 

Figure 2.3 illustrates the detailed operation of four states in MESI protocol. 

 

Figure 2.3: Four states of MESI protocol 
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In MESI protocol, for a read miss, the cache block is moved to either shared or exclusive 

based on the cache status that is shared or not. If the cache is shared, then the cache will be in 

shared state, else in exclusive that indicates the data is consistent with main memory. The 

advantage of MESI protocol is the capability of avoiding bus invalidation. MESI simply skips bus 

transaction to write to cache instead they move to modified state. 

Directory-based cache coherence protocols are better for large core architectures and 

address the issues of snoopy protocols [54]. Figure 2.4 illustrates the block diagram of directory-

based cache coherence protocol. From the Figure 2.4, multiple sharer groups are connected to a 

shared directory along with L2 cache. Each group individually has different number of processors 

less than 32 in number and follows a snoopy protocol. Here, the directory receives the requests 

from each core individually from a sharer group to reduce the network bandwidth. The directory 

maintains the processor information/data and thus it reduces the latency.    

Figure 2.4: Block diagram of directory-based cache coherence protocol 
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The performance improvement by reducing cache coherence in multicore architectures can 

be possible with the implementation of directory in cache level (CL2) between main memory and 

CL1. A directory-based hybrid approach of PWU and PWI reduces cache coherence and the results 

are promising in reducing bandwidth, memory latency, and cache miss ratio [55]. 

As discussed above, increased number of cores with increased clock speed may lead to 

unsustainable power consumption. Alternatively, to enhance performance, parallel programming 

could be an efficient choice if the instructions dependency is less. The performance of program 

execution can be improved if the data is retrieved faster from the memory. It depends on the type 

of cache memory organization used. Distributed memory models offer message passing with 

improved performance and scalability, but they are complex to design and program. The processor 

performance can be improved with private and multilevel cache [56]. However, the presence of 

cache in multicore architectures introduce the cache coherence problem. Hardware and/or software 

solutions can be used to address cache coherence problems [57]. 

With the introduction of directory-based architecture, cache coherence problems can be 

resolved, and data synchronization can be improved. The most popular directory-based 

architecture is DASH that is scalable, and it is possible to build large scale shared memory 

architectures.  DASH architectures are good to work on parallel applications and so it is a valuable 

approach to introduce it into multicore architectures. 

2.2 Directory-Based DASH Architecture 

In this work, we considered Stanford DASH architecture because of its directory-based 

cache coherence protocol and high scalability. The DASH system supports shared memory 

architecture inside a cluster of a small number of cores and the message passing technique among 

the clusters. This architecture provides excellent performance by updating the caches of all the 
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cores and provides scalability of cores as it does not have any single control unit. DASH protocol 

does not rely on broadcast messages and instead uses point-to-point messages sent between 

processors and memories to keep caches consistent [58]. Figure 2.5 illustrates the high-level 

organization of a DASH system [21]. 

Figure 2.5: DASH architecture for shared memory 

Typically, a DASH system may consist of many processing nodes via an interconnection 

network which has large bandwidth and a low communication latency. The physical memory or 

the main memory is distributed among all the clusters in such a manner that the memory is 

accessible for every core. Each processing core has its own individual cache. To maintain cache 

consistency among the cores of a cluster a bus-based snoopy scheme is used, and a distributed 

directory-based coherence protocol is used to maintain cache consistency among the clusters. In 

DASH architecture, shared memory provides a major reduction in the communication latency. 



 

18 
 

2.3 Interconnection Network Topologies 

In this subsection, we discuss some popular network topologies such as bus, crossbar and 

mesh. In parallel architectures, network topologies refer to the type of interconnections technique 

among multiple cores and memory modules. Every network topology has its own pros and cons. 

There will be always a trade-off between speed, hop count, and power consumption based on the 

chosen topology. If one or more devices connected to each other for inter-device communication, 

then the system is considered as interconnection network. Interconnection networks are especially 

used to connect processors/cores to processors/cores. Typically, the cores might be connected to 

private level cache memory and shared memory. Depending upon the type of interconnections and 

memory module entities, the performance of parallel or multicore architectures is derived. Low 

latency and cache coherence problems are challenging in NoC [59]. Generally, when a processor 

with memories are connected to each other, then we call it as node. Based on the node’s 

interconnection, performance parameters such as scalability, reliability, applicability, and cost can 

be supervised while designing an efficient multicore architecture.    

2.3.1 Bus Topology 

In bus topology, all nodes are connected to a main cable that has terminators at both ends 

[60]. When a node sends data signal, it will flow in both directions of cable. At each end of the 

cable, the signal absorbed by terminators to avoid signal bouncing. Signal bouncing should be 

avoided to overcome the chances of collision, when two or more nodes are trying to send the signal 

at the same time. The nodes in bus network topology are connected in a linear method and is 

illustrated in Figure 2.6. Bus topology is simple and cheap to implement. The topology requires 

less cable compared to star topology and it is most appropriate in smaller networks. The 
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terminators wouldn’t be expensive, and the network doesn’t require any additional hubs or 

switches to establish communication between nodes. 

 

Figure 2.6: Bus network topology 

In bus topology, if single node is down, then it wouldn’t affect the entire network. 

However, if the bus or main cable fails then it affects the entire network. Additional devices can 

be easily connected to the network.  But the performance can be degraded with increased nodes, 

data size, and not suitable for heavy traffic [61]. The central cable length has a limit and thus the 

number of nodes connected to cable, which brings the issues of scalability. In case of time-shared 

common bus, only a single communication between two processors or access of main memory is 

possible with a limited transfer rate. Also, the troubleshooting is difficult to manage in large 

networks.   

2.3.2 Crossbar Topology 

In crossbar topology, the switches are arranged in a matrix configuration that has multiple 

input and output lines as illustrated in Figure 2.7. Crossbar switch topology is a low latency and 

high throughput network [62]. In crossbar topology, every node is connected to other node with 

non-blocking feature. The arrangement of cores in crossbar topology is in rows and columns 
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pattern. The crossbar topology achieves high performance as the switches provide all possible 

permutations [63]. 

 

Figure 2.7: Crossbar topology 

In cross topology, every node can reach other node through the corresponding switch by 

following a XY routing algorithm. The number of horizontal and vertical links are interconnected 

by a switch and the communication between nodes is through these intersections. In crossbar, to 

select a node the topology has unique intersection. There is no alternative path if any node in row 

or column fails.  

As illustrated in Figure 2.7, the crossbar network uses p*m grid matrix to connect p inputs 

to m outputs in a non-blocking manner. The crossbar topology provides higher bandwidth with 

reduced hop count. Crossbar supports simultaneous transfers from all memory modules and 

possibility of considering alternative switching route. However, the crossbar topologies have 

drawbacks such as failure of any cross-point prevents the communication between those 

intersection points. The cross-points are inefficiently utilized as every node is not extremely 
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engaged in every communication. Crossbar topologies are expensive as they require many wires 

and lack of scalability, because the crossbar needs N2 switches for N nodes.   

2.3.3 Mesh Topology 

Mesh topology is simple, and it can reach destination through several paths. Mesh is easy 

to layout on-chip with equal length of links. Mesh is a potential network topology for multicore 

architectures [64]. In a two-dimensional (2D) mesh network, all cores are connected in a crossbar 

connection as illustrated in Figure 2.8. The cores are plotted/organized in rows and columns 

method and they are addressed using matrix technique. Mesh network topology is the most 

common topology used, due to its advantages of shorter wavelength, low router complexity, and 

feasibility.  

 

Figure 2.8: 2D Mesh topology  

Wired mesh network provides very good reliability for inter-core communication [65]. In 

realistic implementations, 2D meshes with equal number of nodes along each dimension are used 

for connecting a set of processing nodes. The mesh topology with XY routing algorithm has several 

advantages such as never runs into deadlock or live lock.  
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In mesh topology, the addresses of the routers can be simply determined as XY coordinates 

in mesh [66]. When the source column is different from the destination column, initially a packet 

moves through horizontal axis and then it takes vertical axis to reach its destination. There are 

many routing algorithms used by various topologies to reach the destination core. In NoC 

architectures, mesh architecture is considered as a root architecture and on top of that extension of 

new techniques such as wireless routers are added to get advantage of performance such as speed 

and scalability. However, traditional mesh topology has many disadvantages, such as network 

congestion, poor scalability, high power consumption, and long latency. Traditional mesh topology 

in NoC also faces traffic issues and multiple path policies to reach destination. Adequate control 

unit to address traditional mesh challenges is required to improve the performance further. 

2.4 Wired-Wireless Network-on-Chip Topology 

Wireless network-on-chip topology basically developed on top of mesh architecture [67]. 

In mesh architecture, all the cores are accustomed to do a single task that may or may not have 

subtasks. In this strategy, some of the cores may not be utilized and thus brings underutilization 

issues and consumes more power as all the cores are active. So, to enhance the utilization and 

performance, new principle must be introduced that allows small number of cores out of maximum 

available cores to work in a group for a single task. This method of grouping cores is generally 

termed as clustering cores into subnets. 

2.4.1 Clustering Cores into Subnets 

Clustering is introduced to improve the performance of multicore architectures. When 

several cores of same kind are grouped together as a bunch, then it is called clustering. In Figure 

2.9, 36-core mesh architecture is divided into 4 subnets, and each subnet has 9 cores.   
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Figure 2.9: Mesh topology with subnet division 

 
Instead of using the entire network for smaller workloads, the cores are divided into clusters 

which gives the scope of assigning multiple tasks that uses a single cluster or multiple clusters 

according to the given workload. This virtual clustering allows the network to be active or non-

active cluster according to the given task. This will help in reducing the power consumption as 

idle network consumes less power compared to active cluster. The subnet division will make an 

individual small network and it could reach the destination faster if the destination is in the same 

subnet.  

Even though, the cores are clustered into subnets, at some point they need to follow 

traditional mesh topology that has multiple path policy to reach the destination. This method 

increases latency and power consumption. To address such issues, alternative routing with the 

wireless routers is introduced. 
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2.4.2 Wireless Routers into Subnets 

To enhance the performance or to reduce latency of traditional mesh clustering, wireless 

routers are introduced [68], [69]. These routers avoid traditional routing and follows subnet to 

subnet communication with only one hop which reduces the latency. In other words, wireless 

routers reduce the number of links between source and destination compared to traditional mesh. 

Each router is having its own processor and control logic to manage the data sending or receiving 

to other subnets or its own subnet. WNoC architecture is basically a network-based processor array 

(NePA) [70]. NePA is a two-dimensional row x column processor array with mesh topology. The 

key ingredient in NoC design is based on decoupling of computation from communication.  Each 

processing element (PE) consists of a processor core, network interface (NI), and a router. The 

processing core takes care of every task and are responsible for data synchronization. The 

architecture of a NePA is illustrated in Figure 2.10.  

 
Figure 2.10: 2D NePA architecture with 4X4 matrix 
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The routers in NePA architecture has two bidirectional 64-bit links connecting it with the 

neighboring routers and additionally they also have vertical ports. With the help of the links, two 

subnets can be formed – an East subnet and a West subnet, separating the whole network into two 

sub-networks. The input and output ports of a NePA router is illustrated in Figure 2.11. 

 

Figure 2.11: Port description of NePA router 

Whenever a packet is to be transmitted it is injected into the router via internal port (Int) 

and accordingly it is directed to destination by directing it towards either East-subnet or West-

subnet. NePA utilizes an adaptive XY routing [71] scheme to route the packet from source to 

destination. To balance the link utilization and improve network performance, the router selects an 

alternative output port for incoming packets. This process is useful, especially when the output 

port is congested. Wireless routers are capable of transferring packets via wired as well as wireless. 

Some of the wired routers in WNoC are replaced with wireless routers which have wireless 

links to other routers in different subnets, in addition to the original wired links. Figure 2.12 

illustrates the traditional WNoC architecture, where the cores are divided into four rectangular 

subnets and the wireless routers are placed in the central core of each subnet.  
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Figure 2.12: Traditional wireless network-on-chip architecture with wireless routers  

WNoC is capable of transferring packets through wired and wireless links [72]. In WNoC, 

processing cores are divided into various subnets, where each subnet has one wireless router and 

is responsible to broadcast the requested data to all other subnets [73]. In Figure 2.12, the dotted 

and curved lines represent the wireless links and the solid lines represent wired links among the 

processing cores to transmit the data packets between routers.  

The frequency division multiple access (FDMA) technique is chosen to provide 

simultaneous communication among the multiple wireless routers. Transmitter and receivers 

installed on a wireless router are assigned with an independent carrier frequency to accommodate 

data from different channels. Wormhole packet switching, which offers many advantages such as 

lower transfer latency and a low buffer requirement, is used to transfer packets of data among the 
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cores. The whole network is divided into subnets and each node is identified within its subnet using 

a local address. The features of addressing a specific core in a network help WNoC provide much 

faster routing decisions as well as a scalable hierarchical system. However, the traditional WNoC 

architectures has broadcasting and bandwidth issues. These issues can be addressed if a directory 

is added on top of traditional WNoC architecture.   

2.4.3 Uniform and Non-Uniform Partition of Subnets 

When several applications are running in a multicore NoC architecture, the amount of 

traffic generated is significant. The traffic generation is based on multiple loads/applications to the 

network. The performance of NoC architectures can be critical if the traffic is extensive. In 

multicore architectures, the traffic relies on workload as well as subnet mechanism. As we know, 

clustering cores into subnets reduces hops and thus reduces latency as well as power consumption 

[74]. Therefore, the method of clustering plays a key role in improving the performance. For 

example, if the application is using the cores in only one subnet, then it is not essential to request 

the data from other subnets. This will reduce the waiting time, processing time, and data transfer 

time. However, if the size of the subnet is too large then it is not possible to run multiple 

applications on a subnet. At the same time for small applications some cores may be idle and can 

be classified as underutilization. This will cause increase in latency and power consumption. 

Hence, there is always a tradeoff in determining the size of subnets. In general, for small and same 

sized applications, uniform partition of subnets can bring good benefits in improving performance.  

To avoid traditional network congestion of mesh topology wireless router is introduced in 

subnet. Too many wireless routers will also increase traffic and channel interference. Wireless 

routers allow the subnets to communicate directly rather than core to core, which happens in 

traditional mesh topology. The subnet to subnet communication reduces the links and traffic. With 
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this technique, a subnet can run its own application alone and can serve the requests of other 

subnets with a minimal complexity and delay. The other key factor of determining subnet size and 

assigning wireless router is based on the number of cores. If the wireless router is in center to a 

subnet, then the performance of subnet is exceptional as the neighbor cores are approximately 

equal in distance to the center core. If the size of subnets in any architecture are equivalent, then 

they are classified as uniform partition of subnets. 

Uniform partition of subnets is entertained for smaller core architectures. So more than one 

subnet may be involved for larger applications. The latency and power consumption rise as the 

number of subnets involved for any application. As the number of cores increase, determining 

subnet size and center core are complicated without compromising the performance of NoC 

architectures. 

Non-uniform partition of subnets is recommended to address the complexities of uniform 

partition [75], [76], [77]. The scope of various size of subnets satisfy distinct largeness of 

applications with reduced latency by minimizing hops. Uniform partition with even number of 

cores like 4, 8, 12, 16, etc. have the difficulties in determining approximate center core. The shift 

of center core varies the performance of the system and it benefits certain cores dominantly, which 

are nearly connected to center core. Thus, in larger core NoCs, non-uniform partition to avoid even 

size subnets is preferred. With this approach, determining center core and making availability of a 

subnet to large applications can bring stability to improve performance.             

2.4.4 Adaptive XY Routing Algorithm for Wireless Network-on-Chip Architecture 

Adaptive XY routing algorithm is efficient in fully utilizing network resources. Basically, 

adaptive XY routing is a subsidiary of traditional XY routing algorithm. Adaptive routing depends 

on the neighbor’s load condition to make a route between source node and destination node. If the 
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congestion is too high, then the nodes check for an alternative route that has less congestion path. 

Each node has horizontal path with 2-bits quantized value and vertical path with 2-bits quantized 

value, which totally makes 4-bits load value to find the less congestion path. Horizontal path node 

uses 2-bits quantized value that reflects East subnet and West subnet to calculate the less 

congestion path. Similarly, vertical path node uses 2-bits quantized value that reflects North subnet 

and South subnet to calculate the less congestion path.  

To establish a route between source node and destination node, configuration packets are 

generated with the collaboration of neighbor nodes. Adaptive algorithms may need more 

computation than deterministic algorithms to identify the correct path for sending packets between 

nodes [78], [79], [80]. The performance can be improved when the load is uniformly distributed 

throughout the network and maintains balanced nature of the architecture.  
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CHAPTER 3 

PROPOSED DIRECTORY-BASED WIRED-WIRELESS NETWORK-ON-CHIP 

ARCHITECTURES 

In this chapter, we introduce our proposed directory-based wired-wireless network-on-chip 

architectures. We describe the design considerations and working principle of the directories. We 

propose three architectures as listed below: 

• Proposed Architecture 1: Introduction of Centralized Directory in WNoC  

     Architecture with Uniform Partition of Subnets 

• Proposed Architecture 2: Introduction of Distributed Directories in WNoC  

     Architecture with Uniform Partition of Subnets 

• Proposed Architecture 3: Non-Uniform Partition of Subnets in WNoC Architecture   

      with Distributed Directories 

The proposed architecture is a hybrid combination of the WNoC architecture and the 

DASH architecture. The major goal of the proposed multicore architecture is to reduce the 

communication latency among the cores by decreasing the number of hops required to travel from 

a source node to a destination node using the directory and wireless routers. The key design 

considerations include: grouping cores, designing directory, managing cache consistency, and 

communication among cores. 

Primarily, in this work, we introduce a single directory that is centralized directory for 4 

subnets, where each subnet has 9-core that makes a total of 36-core architecture. Thus, we design 

a novel architecture, that is wireless network-on-chip architecture with centralized directory 

(WNoC-CD). We model all the architectures using VisualSim tool and derive the performance 
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characteristics such as communication latency, hop count, and power consumption. The proposed 

centralized directory is compared with traditional mesh and traditional WNoC architectures [81].  

However, centralized directory is not suitable for larger networks. The load on centralized 

directory could be heavy with larger networks and thus drawbacks such as delay, data 

synchronization, traffic and bandwidth issues may arise. To overcome the issues of centralized 

directory, distributed directories are introduced in WNoC, that is WNoC-DDs. The performance 

of WNoC-DDs is compared with traditional mesh, traditional WNoC, and WNoC-CD.  

As the number of cores increases, the challenges of enhancing performance increase. The 

performance of directory introduced to subnets will increase the overall performance. However, 

selection of center core that hosts the directory plays a key role in performance improvement and 

it could be better if the center core is in equal distance or closer to the other cores in its subnet. For 

large core architectures, the size of subnet is large and allocating a full subnet for low loads leads 

to underutilization of network and boosts power consumption. So, uniform partition of subnets for 

large core may not be satisfactory. Also, uniform subnets may not be suitable for different-sized 

applications. Considering the weaknesses of uniform partition, a non-uniform partition approach 

is examined.     

3.1 Designing Directories for WNoC Architectures 

In the design of centralized directory or distributed directories in WNoC architecture, the 

basic abstraction is identical. In both centralized and distributed directories, the purpose of the 

directories is to hold information about the cached copies. A powerful processor with a wireless 

router is used to host the directory. The center core of each subnet is integrated with a wireless 

router. The wireless router is capable of transmitting and receiving the data between the subnets. 
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The directory contains the information of all other subnets that includes data sync, minimal routing 

path, and it is integrated with wireless router in the central core of each subnet.  

WNoC-CD architecture has a single centralized directory and the directory is responsible 

for providing information about the cached copies. WNoC-DDs has distributed directories, where 

all directories are identical. The directory contains cores’ subnet addresses, the status of each 

cached block, and the addresses of the blocks that have been cached. The directory is dynamic in 

nature and the total number of directory entries depends on the number of cache blocks/lines per 

core. It is explained below with an example: 

Say, the cache size per core is 1 KB (1024 Bytes) and the size of each cache block (also 

known as, cache line) = 128 Bytes. So, the number of cache blocks = Total size of memory in 

cache / Size of each cache line = 1024 Bytes /128 Bytes = 8. Therefore, for an n-core system, n x 

(1 + 8) entries are required. In each row, one column for the core number and eight columns for 

eight blocks. Table 3.1 illustrates a row in directory that shows the initial stage of Core-1. Initially, 

the blocks for each core in the directory will be empty. Whenever a core caches data, the selective 

block address of the specific data is recorded to the corresponding block of that core. Table 3.1 

illustrates initial stage of Core-1, Table 3.2 illustrates the changes after reading from Core-1, and 

Table 3.3 illustrates the changes after write operation to Core-1. 

Table 3.1: A row in directory that shows initial stage of core-1 
Core # Block 0 Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 
Core1 
(0,0.0) 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
Empty 

Table 3.2: A row in directory showing changes after reading a block by core-1 
Core # Block 0 Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 
Core1 
(0,0.0) 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
 Empty 

0 Addr 
  Empty 

E 100th 
Blk 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
Empty 
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Table 3.3: A row in directory showing changes for write in a block of core-1  
Core # Block 0 Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7 
Core1 
(0,0.0) 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
  Empty 

M100th 
Blk 

0 Addr 
  Empty 

0 Addr 
  Empty 

0 Addr 
Empty 

 

The status of every subnet before and after the requests of data with-in or out of subnets is 

controlled and monitored by the directory. The cache size of each core is split into cache 

block/cache line. When the directory receives the request for data from a core, then the directory 

checks the block individually and is defined as an entry. The directory controls and monitors the 

status for the data requests with-in or out of the subnets. The number of entries required for a 

request depends on the cache size and block size. The parameters for a cache size, block size, 

number of entries is listed in Table 3.4. 

 Table 3.4: System parameters of a directory 
System Parameters Relevant Value 

Cache size/core 1 KB 
Each cache block size 128 Bytes 
Number of cache blocks/core 8 
Number of entries/ 9-core 81 
Number of entries/ 36-core 324 
Number of entries/ 64-core 576 

 

3.2 Customizing MESI Protocol for WNoC Architectures 

The working principle of both central and distributed directories is identical. A few 

additional steps are required for distributed directories to maintain data synchronization between 

directories of all other subnets. The directory working principle is explained in detail by 

considering a scenario of Core-1 requesting for data and the required data blocks are cached from 

the main memory to the cache of Core-1. The information regarding the cached block will be 

stored in the directory as well. At the beginning, the directory is empty and alterations to the 
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directory are made according to the outcomes of the requests for blocks made by the cores. For a 

1KB cache with 128B lines:  

(1) Initially all the blocks of directories would be empty with Status ‘0’ as shown in Table 3.1 

(2) After Core-1 makes a request to fetch 100th block of the next level cache/memory, the block 

number is 100 mod 8 = 4. The fetched data is stored in the 4th block of the cache of Core-1 (see 

Table 3.2) with Status ‘E’ (for Exclusive).  

(3) If the same/cached data is read again by Core-1, then there will be no change in Table 3.2. 

(4) If Core-1 performs a write operation on the cached block, then the status of the block will 

be changed to ‘M’ to indicate that the value is modified (as illustrated in Table 3.3). A protocol to 

manage cache consistency is explained next. 

With respect to the read/write requests, the state of a block in the directory changes 

accordingly as illustrated in Tables 3.1, 3.2, and 3.3. The directory keeps track of each cached 

block and maintains its state. The directories are updated, if there is any request of read or write to 

any core and thus it can send the data requested by a core.  

Another example: when a core requests for a read operation for the first time, the data of 

that selective memory location is read and stored in the appropriate block, the directory is updated 

with an ‘E’ (for Exclusive) and the block address. When a core requests a write operation on the 

same block, the state of that selective block is changed to ‘M’ (for Modified). For every write 

operation, the directory is updated with an ‘I’ (for Invalidate) for the other cached copies. The state 

‘S’ (for Shared) of a cached block means more than one cores are sharing that selective block. In 

case of multiple directories, updating/synchronizing directory is essential to avoid data 

inconsistency. 
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3.3 Proposed Architecture 1: Introduction of Centralized Directory in WNoC  

       Architecture with Uniform Partition of Subnets          

At the beginning, a DASH architecture with wireless routers is introduced in a traditional 

WNoC architecture. Each subnet has equal priority to the centralized directory. 

3.3.1 Clustering Cores into Uniform Subnets of WNoC Architecture 

The proposed architecture divides the cores on the die into clusters called subnets and a 

directory with wireless router is introduced to improve the performance of traditional mesh and 

WNoC architectures. In each subnet, one special core, such as core-4 in subnet (0, 0.x) of Figure 

3.1, contains a wireless router and the other cores within subnet contains wired routers.  

 
Figure 3.1: WNoC architecture with centralized directory 

 



 

36 
 

From the Figure 3.1, considering a 6x6 mesh topology, the cores are grouped into 3x3-core 

subnets, forming four quadrants. Each quadrant, that is each subnet communicates with other 

subnets through the centralized directory. Each dark core that is each center core supervises its 

own subnet and communicates with other subnets. The subnetting mechanism with the initiation 

of centralized directory improves the performance of the system in terms of latency, hop count, 

power consumption, and data synchronization. 

 
3.3.2 Communication between Subnets with Centralized Directory 

A directory is introduced in the center to hold the information of cached copies of all 

subnets. All the cores inside a subnet are local to the subnet and the cores outside of a subnet are 

remote cores for that subnet. A source core places its request for the data on the bus and if the data 

is not found among the caches of all the cores in the subnet, a request is sent by the subnet wireless 

router to the centralized directory for the requested block of data. The centralized directory has the 

information of all first level cache (FLC) blocks on the die. Each core may hold several memory 

blocks in its cache to accommodate the data fetched from the main memory. 

The centralized directory updates the data information for every change in subnets and 

tracks the network traffic. WNoC-CD is capable of transferring packets through wired and wireless 

links. In WNoC-CD, processing cores are divided into various subnets which have one wireless 

router, responsible for providing wireless communication for the cores. The entire network is 

divided into subnets and each node is identified within its subnet using a local address. The address 

has three components (as shown in Figure 3.1 [81]) – subnet’s X value, subnet’s Y value, and a 

number for each node. Here, X ≥ 0, Y ≥ 0, the (X, Y) subnet specifies the subnet location in the 

network, and the node number identifies the processing core within the subnet. The directory is 

centralized and keeps track of each core. The features of addressing a specific core in a network 
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helps WNoC-CD provide much faster routing decisions as well as a scalable hierarchical system. 

In short, it’s a hybrid combination of WNoC and DASH architectures. The DASH system supports 

directory for each cluster and the message passing technique among the clusters [58]. The minimal 

adaptive routing algorithm delivers shortest path and the directory maintains data sync among the 

cores. 

However, in WNoC-CD, synchronization is complicated as it must put the requests from 

other cores in a queue and they are updated in a sequential order. This indicates traffic congestion 

and demand of bandwidth with larger capacity of directory, which makes us to think about 

optimizing the drawbacks of centralized directory. The distributed directories use broadcasting 

technique to update/sync and resolves the drawbacks of centralized directory. However, the 

distributed directories slightly rise power consumption for within subnet cases but reduces route 

time and hop counts for all cases.  

3.4 Proposed Architecture 2: Introduction of Distributed Directories in WNoC  

        Architecture with Uniform Partition of Subnets          

To improvise the performance of WNoC architecture with centralized directory, distributed 

directories are introduced in WNoC that can manage data sync of all subnets, minimal routing 

path, which allows faster execution and minimal energy [82]. The proposed architecture is an 

improvement of the WNoC with distributed directories, wireless routers, and DASH architecture. 

The major goal of the proposed multicore architecture is to reduce the communication latency 

among the cores by decreasing the number of hops required to travel from a source core to a 

destination core using the distributed directories and wireless routers. The key design 

considerations include: communication between  directories and the directory data update policy. 
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Unlike centralized directory, the major advantage of the distributed directories is performing the 

data sync by broadcasting the updates to all other directories without any waiting time. 

3.4.1 Clustering Cores into Uniform Subnets with an Individual Directory  

In this model, cores are divided into uniform subnets, and center core of each subnet is 

substituted with a directory and wireless router and is illustrated in Figure 3.2.  

 

Figure3.2: WNoC architecture with distributed directories 

Considering a 6x6 mesh topology, the cores are structured into 3x3-core subnets, forming 

four quadrants. In every subnet of Figure 3.2, Core-4 (0, 0.x) is a center core that contains a 

wireless router and an individual directory. The dotted line represents the wireless connections 

with the other subnets’ center core and they are connected to one another.  
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3.4.2 Communication between Subnets with Distributed Directories 

In this architecture, all the cores inside a subnet are local to the subnet and the cores outside 

of a subnet are remote cores for that subnet. The nature of communication in this design is different 

compared to mesh and WNoC architecture with centralized directory. Initially, a source core places 

its request for the data on the bus and if the data is not found among the caches of all the cores in 

the subnet, a request is sent by the subnet wireless router with directory to the subnet destination 

directory for the requested block of data. Each of the distributed directories has the information of 

all first level cache blocks on the die. All directories are synced to maintain data consistency. Each 

core may hold a few memory blocks in its cache to accommodate the data fetched from the main 

memory.  

The directory contains the information of all other subnets that includes data sync, minimal 

routing path, and it is integrated with wireless router in the central core (Core-4 in Figure 3.2) of 

each subnet. In WNoC-DDs, all directories are identical with equal priority. The directory contains 

cores’ subnet addresses, the status of each cached block, and the addresses of the blocks that have 

been cached. The directory is dynamic in nature and the total number of directory entries depends 

on the number of cache blocks/lines per core. 

Unlike the centralized directory, the design of distributed directories reduces the pressure 

of accomplishing tasks on each directory. In WNoC-DDs, customized MESI protocol is used to 

address cache coherency. The directories with the help of customized MESI protocol can exchange 

data information between directories. The directories will take care of data synchronization and 

thus the cores are free from the role of synchronization. The directories are responsible to update 

their individual status and information to directories. The cores are responsible to send the 

information to neighbors only. Whenever the information reaches the directory, then the directory 
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performs the necessary operations such as sending the data to the destination core or requesting 

the data from any selective core. The data in and out from cores, as well as read or write data into 

block memory of a core is handled by the directories only. 

The communication among cores inside a subnet follows mesh principle and so the delay 

in all three architectures is uniform and they go through the wired network. The directory is 

updated on every task individually. To communicate with cores in different subnets, directory and 

wireless routers are used. A directory is implemented in a special powerful core as illustrated in 

Figure 3.2 (Core-4 of each subnet). The directory quickly provides information regarding the status 

and address of a block cached by cores. The cores association is essential to improve 

communication excellence. If the destination core is physically one hop, then the cores go through 

wired link and finally update the directory. As a result, the communication latency among the cores 

is reduced significantly; this is because the source core gets the information about the destination 

core (i.e., requested data) quickly from the directory instead of searching other subnets. 

WNoC-CD and WNoC-DDs architectures with small number of cores are not complex. 

With the increased number of cores, several challenges raise and the most important is the type of 

partition applied. Fixed subnets (i.e., uniform subnets) can’t efficiently process all kinds of 

applications. Non-uniform subnets with distinct size of applications serve real-time workloads as 

they are not identical in nature. The shift in center core of subnet in non-uniform partition brings 

the advantage of routing with shortest hop count compared to uniform partition. To address the 

issues of uniform partition with large cores, non-uniform partitions are introduced. The shift of 

center core in non-uniform subnets reduces the multihopping drawback of uniform subnets 

partition. 
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3.5 Proposed Architecture 3: Non-Uniform Partition of Subnets in WNoC Architecture  

        with Distributed Directories 

In today’s trend, multicore architecture is grabbing a full attention in commercial market 

as they are designed to perform better compared to traditional chip architecture. However, the 

bottlenecks are also accumulating and there is always a necessity to address the issues to gain more 

advantage on multicore or network-on-chip architectures. As the number of cores increases, they 

are several challenges such as, whether to assign only one task to the entire multicore CPU or 

assign multiple tasks to the multicore CPU. To address that, the concept of subnets that is partition 

of cores in WNoC has heightened. There are challenges with the fixed/uniform subnet partitioning. 

In general, multicore architectures are uniformly divided and each individual partition is 

considered as a subnet. Instead of communicating with peer cores as an entire network, the 

subnetwork selection allows to communicate between the subnets which will bring the latency, 

power consumption, and some other related parameters down when compared to non-subnet 

multicore architectures. Nowadays, the needs of running multiple applications are also increasing 

tremendously. Here comes the challenge, as the fixed subnets can only take the tasks according to 

the number of subnets distributed. In some cases, the number of cores required for a task or an 

application may be insufficient. For some applications, the cores in a subnet are more than required 

in a fixed subnet size, that increases the latency as well as power consumption. To address the 

problem of insufficient number or excess number of cores in a subnet, we examine non-uniform 

subnets in WNoC that should minimize latency and power consumption [83]. Non-uniform subnets 

have potential to bring improvement of core usage.  
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3.5.1 Clustering Cores into Uniform and Non-Uniform Subnets with an Individual 

Directory 

To illustrate this approach, we consider a 64-core system with four subnets. Each subnet is 

segregated with 16-core and so we have four subnets. Figure 3.3 illustrates a 64-core architecture 

partitioned into four uniform subnets. The dark colored cores (e.g., core-9, 13, 41, and 45) are 

center cores with the directory and wireless router features.             

Each subnet is having its own directory. Previously, results of 36-core WNoC architectures 

with centralized and distributed directories are discussed. In this model, centralized directory is 

not considered as the number of cores increased, the latency for serving a subnet request will 

increase and so it is evaded from the discussion. 

 

Figure 3.3: Uniform partition of subnets in 64-core architecture 
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• Selection of Center Core in Even Size Subnet 

The size of a subnet is always described in row x column approach. So, m x m subnet size 

indicates m number of rows and m number of columns. Finding a center for even subnet size is 

always challenging. For example, considering Subnet 0 of Figure 3.3, the possibility of retrieving 

exact center core is difficult.  Going closer, the opportunity for being center core is of equal priority 

to the cores 9, 10, 17, and 18. In this work, we are not considering any additional special cores and 

so we can’t make the even subnet size into an odd series. Selection of any above listed cores have 

equal priority. There is no special reason of considering core-9 as the center core in Subnet 0. 

Similarly, cores 13, 41, and 45 in other subnet can be center cores. Based on specific workloads, 

each may offer the best performance. The dotted lines  in Figure 3.3 denote wireless links between 

the directories with wireless routers.   

• Partitioning Cores into Non-Uniform Subnets 

Uniform subnets partition has few challenging issues and they can be addressed with an 

alternative way to partition subnets. Figure 3.4 illustrates the representation of non-uniform 

subnets of 64-core architecture and the dark colored core in each subnet is a directory with wireless 

router. The dotted lines in Figure 3.4 represents the wireless links between the directories. Each 

directory communicates with other subnet directories through wireless links.     

One of the major drawbacks of uniform subnets is the latency and it depends on the type 

of path it follows. Every task must update the directory and so if the center directory is far from 

other cores, it could weak the performance of the system. Considering the drawbacks of uniform 

partition, subnets with assorted sizes are developed. In this way it gets benefits of assigning the 

subnets to different workloads. However, the non-uniform partition is fixed, and it relies on initial 

logical partition only. 
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Figure 3.4: Non-uniform partition of  subnets in 64-core architecture 

3.5.2 Communication between Distributed Directories with Different Assignments 

The communication between directories happens the same way as described for previous 

WNoC distributed directories architecture. However, as the size of the subnet is large, the 

performance improvement is not linear as several challenges rise such as wiring delays. In contrast 

to the previous workloads of other proposed architectures, distinctive workload with different jobs 

are used. Each job is sub divided into individual tasks. In this research, the jobs are given 

sequentially and so the waiting latency is not considered. Unlike other architectures, the path 
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between source to destination is not only considered between directories but the complete path of 

serving the request.  

For every message transmission between the source and destination, unlike mesh 

architectures, the update of data of its subnet directory is the first or initial step. Secondly, the 

directories are updated through broadcasting. As there are only four directories, the interference 

between directories with wireless links are negotiable. Several types of jobs with individual tasks 

are considered where the distance between source and destination is minimum to maximum. If 

there is a message passing between two cores and the distance is one hop, then the destination core 

process the data request of source and finally the source core updates the directory. If the 

destination core is at a distance greater than one hop, then the source finds the route to directory 

of its subnet only. For in-subnet tasks, more than one hop distance, the directory after receiving 

the request from source, it informs the destination core to send the data directly to source core. 

After that the individual directory is updated and then it synchronizes other directories by 

broadcasting. In a similar fashion, for out-subnet tasks, directories communicate each other to find 

the path and status of destination core and then collecting the destination cores data through 

intermediate cores to source via directories. The synchronization of data through directories is 

faster and reduces the pressure on cores individually. 
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CHAPTER 4   

 EXPERIMENTAL DETAILS 

In this chapter, we discuss experimental details to evaluate our proposed architectures. The 

proposed architectures are modeled using VisualSim tool. In the following sections, we discuss 

assumptions, tools workload used during simulation, etc.  

4.1 Assumptions  

The characteristics of all three architectures with wired communication are assumed as of 

unique behavior. Firstly, in proposed architectures 1 and 2, multicore systems with a small number 

of cores (36-core) are considered so that the performance of the architectures can be observed 

closely. Same workload is used for proposed architectures 1 and 2,  to run the simulation programs 

of different systems. The wireless routers used in the traditional WNoC, WNoC-CD and WNoC-

DDs architectures are identical. The update of directory is essential in WNoC-CD and WNoC-

DDs. However, unlike WNoC-DDs, WNoC-CD need extra hops to update the directory (for some 

tasks) as it is centralized. For power consumption, WNoC-DDs must update through directory and 

thus WNoC-DDs may take more power for some tasks compared to WNoC-CD, but less power 

compared to mesh. 

In proposed architecture 3, there are 64-core. The performance improvements with 

increased number of cores can be established only with the adoption of few techniques in 

clustering. In WNoC, subnets communicate with other subnets and cores communicate to other 

cores in an individual subnet to complete the data transfer requested by source core. The 

assumptions for the design of proposed architecture 3 is like proposed 1 and 2 architectures. The 

major difference is partition of subnets in non-uniform method. However, there are some 

additional changes in proposed architecture 3, that are used in calculating the performance 
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parameters such as communication latency, hop count, and power consumption. In these 

architectures, we calculate the complete path of requests that involves from source to destination 

requests and vice-versa to complete the requests of data. In the workload, source core is the one 

who requests the data and the destination core is the one who delivers the data to source core upon 

request. Mesh architecture is not considered in the non-uniform study as they are not satisfactory 

when compared to directory-based WNoC architectures. This is proven in the proposed 1 and 

proposed 2 architectures.  So, the performance evaluation is only evaluated for uniform and non-

uniform partition of subnets. As stated, the path considerations are different, they are explained in 

detail with the exploration of parameters.  

• Communication Latency  

Communication latency is a measure of time taken for transmitting a packet from source 

core to destination core. Communication latency depends on hop count, type of architecture and 

protocols used for transmission of packets. The latency is a major performance parameter, which 

is essential to consider in any architecture for real-time or any kind of applications [84], [85], [86].  

Wormhole packet switching is considered for data delivery as it has very low transfer latency in 

transmitting packets. Say, a packet size of 64-bit flits is considered [87]. Where, the first flit is the 

header flit, which has the control information for delivering the packet to the destination address 

and followed by the actual payload. Intermediate nodes process just the first flit of the packet to 

know whether the packet is intended for itself or any other core. Only the destination core would 

process the whole packet.  Because of that the delay caused by the intermediate nodes is less 

compared to the delay caused by the destination core. In an intermediate core, the delay is caused 

due to processing only the first flit (say, 8 Bytes). However, in a destination core, the delay is 
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caused due to processing the entire packet (say, 80 Bytes). Here are some of the major assumptions 

to calculate communication latency: 

1) Delay due to an intermediate core is 4 units. 

2) Delay caused due to a destination core is assumed to be 40 units. 

• Hop Count 

Hop count refers to the number of intermediate cores or routers involved for data packets 

transmission between source core to destination core. However, the hop count may be less or high 

depending upon the protocol and the type of architecture used [88], [89]. In multicore architectures 

with subnet mechanism, the routing methodology or algorithm differs from traditional methods 

and thus the number of hops differ in each architecture [90], [91]. Hop count increases if the 

distance between source node and destination core increases, and thus increases communication 

latency [92]. Here are some of the major assumptions to calculate hop count: 

1) Each core is assumed to be at one hop distance from all its neighboring cores to which 

it is directly connected to it. 

2) Wireless router cores are also assumed to be at one hop distance from its peer wireless 

routers. 

3) Wireless router cores to the centralized directory are also assumed to be at one hop 

distance. 

4) In WNoC-DDs, the distance between a directory to directory is also assumed as one 

hop. 

In all three architectures, the hop count is calculated based on the number of intermediate 

cores, wired and wireless hops involved in successfully completing the packet transmission 

between source core and destination core.  
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• Power Consumption 

Power consumption in all the three architectures depends on the hop count and the cores 

(center core needs more power) participated in the routing path for any given task. The 

considerations and assumptions that are made for exploring the power consumption of the three 

simulated architectures are listed in Table 4.1. Here are some of the major assumptions to calculate 

power consumption: 

Table 4.1: Considerations and assumptions for power calculations 

No. Consideration Notation Power 
(Unit) 

1 Power consumed by a wired link Pwr 1.0 
2 Power consumed by a wireless link Pwl 1.1 
3 Power consumed by a core with wired router Pcwr 3.0 
4 Core average of network- Mesh Pcanw 19.5 
5 Average links of wired network-Mesh Palwr 5.5 
6 Number of wired links Nwr (vary) 
7 Number of cores wired Ncwr (vary) 
8 Number of wireless links Nwl (vary) 
9 Power consumed by a core with a wireless router Pcwl 3.3 
10 Power consumed by the wired links in a subnet on an average Pawrsn 2.5 
11 Power consumed between source and directory-WNoC-CD Psdr (vary) 
12 Power consumed by the directory- WNoC-CD Pdr 6.0 
13 Power consumed by the directory core in WNoC-CD Pcdr 9.3 
14 Power consumed between destination to source in WNoC-CD Pds (vary) 

15 Power consumed between source and distributed directories- 
WNoC-DDs Psdd (vary) 

16 Power consumed by each of the distributed directories with wireless 
router- WNoC-DDs Pddr 6 

17 Power consumed between destination to source distributed 
directories- WNoC-DDs Pdsddr (vary) 

 

• Average of Parameters for Proposed Architectures 

The performance parameters such as communication latency, hop count, and power 

consumption are derived from the proposed architectures 1 and 2 by providing 25 different tasks 

as workload. The tasks are considered with the scenarios, that has minimum length to maximum 
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length between nodes. The performance of tasks can be observed individually as task wise for 

communication latency, hop count, and power consumption. The overall performance such as 

average calculation of each parameter gives precise statistics, whether to consider the new 

proposed architecture is beneficial compared to the other architectures. To find the decrease or 

improved performance of any parameter, the total column of each architecture is summed initially. 

The summed column of proposed architecture is subtracted from other architectures individually 

and finds the reduced difference.  

To find the average in percentage, the ratio of reduced difference when the proposed 

architecture is compared with other architectures to other individual architecture summed column, 

and then multiplied by 100. Mathematically, it can be represented as follows: 

To calculate average of parameters for n (n>1) number of tasks, when compared to mesh 

in %= 

∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑀𝑀𝑀𝑀𝑀𝑀ℎ −𝑛𝑛>1
𝑖𝑖 =1 ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛>1

𝑖𝑖 =1

∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑛𝑛>1
𝑖𝑖 =1

𝑋𝑋 100 

To calculate average of parameters for n (n>1) number of tasks, when compared to WNoC-

CD in %= 

∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝐶𝐶𝐶𝐶 −𝑛𝑛>1
𝑖𝑖 =1 ∑ 𝑃𝑃𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛>1

𝑖𝑖 =1

∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝐶𝐶𝐶𝐶𝑛𝑛>1
𝑖𝑖 =1

 𝑋𝑋 100 

Using Eq. (1) and Eq. (2), the average of all parameters in percentage are calculated. If we 

know the average, the performance of proposed can be estimated by considering the worst and 

best scenarios. 

For proposed architecture 3, the performance of each parameter such as communication 

delay, hop count, and power consumption are derived for uniform and non-uniform subnets 

architecture with the random workloads that has 6 jobs and/or 31 individual tasks in total. The 

(1) 

(2) 
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performance of tasks can be observed individually as job basis/task basis for communication 

latency, hop count, and power consumption. The average computation of parameters gives overall 

advantage of the architectures and so it is easy to analyze the best of the architectures. The statistics 

of each parameter in task wise explains the best and worst condition of each architecture, which 

will help to make changes in design to overcome the drawbacks. To find the improved performance 

of any parameter, the total column of each architecture is summed initially. The summed column 

of proposed architecture is subtracted from other architectures individually and finds the reduced 

difference.  

To find the average in percentage, the ratio of reduced difference when the proposed 

architecture is compared with other architectures to other individual architecture summed column, 

and then multiplied by 100. Mathematically, it can be represented as follows: 

To calculate average of parameters for n (n>1) number of tasks, when compared to uniform 

subnets in %= 

∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 −𝑛𝑛>1
𝑖𝑖 =1 ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑁𝑁𝑁𝑁𝑁𝑁 − 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑛𝑛>1

𝑖𝑖 =1

∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑛𝑛>1
𝑖𝑖 =1

𝑋𝑋 100 

 

Using Eq. (3), the average of all parameters in percentage are calculated. If we know the 

average on job basis as well as task basis, the performance of proposed can be estimated and thus 

it is easy to identify the best and poor scenarios. 

4.2 Simulation Tool 

In this work, we use VisualSim Architect [93] tool to design, model, and simulate the 

architectures such as traditional mesh, traditional WNoC, WNoC with centralized and distributed 

directories, uniform and non-uniform subnets. 

(3) 
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VisualSim Architect is a graphical modeling and simulation software for designing and 

validating systems that has capability of interfacing different fields such as core architectures, 

networking, semiconductors, real-time constraints, etc. The simulation-based results could be 

useful to explore different core architectures in terms of reliability, functionality, energy aware, 

routing protocols, and performance [94], [95]. VisualSim Architect is available with large libraries 

for modeling specific application components and several templates which are already modeled. 

The templates can be modified and extended if necessary, to explore that specific application. The 

engineers can model any customized design and can assemble different models using graphics 

editor. They can export or import data into excel, or into any graph representations. The 

analyzation of data could be so easy, and the statistical results will help the engineers to finalize 

system performance and they could check whether the demands of the system such as latency, 

bandwidth, power, cost, and reliability are fulfilled. Figure 4.1 illustrates the model of a subnet 

with a directory and wireless router. Here, the model of a single node/core with a wired router is 

shown in Circle A. Node ‘_X’ Output is connected to each node and keeps track of that node 

assignments for all tasks. In Node ‘_X’ Output, X represents the node number. Circle B is the 

model of a directory with wired and wireless router. The router is basically a switch, and the switch 

works according to the routing protocol. In Circle C, ‘Transaction_Source’ is a random workload 

traffic generator. The generated traffic is copied into database and so the same workload can be 

applied to other architectures to compare the performance improvements. The processing units 

help to carry out the generated traffic to the subnet and tracks the routing path of packets for every 

task. The routing table in Figure 4.1, has the routing information of topology that lists the routes 

between cores. The routing table serves as a map in delivering the packets to the destination cores. 
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The destination node may be directly connected to source node or it might be routed via other 

nodes.  

 

Figure 4.1: Model of the subnet with a directory and wireless router 

VisualSim Architect is advantageous because of its architecture modeling capabilities as 

they are useful in prior to the physical implementation of system design or algorithms. This 

modeling helps in time saving, useful to finalize whether the system is practically implementable, 

pros and cons of designs, trade-offs between different architectures or technologies, validation of 

modeled designs and many other features can be derived. In short, VisualSim Architect allows us 

to formalize the system specifications by providing organized and quantitative solutions.     
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4.3 Workload 

Workload is used in the experiments to run the simulation programs and calculate latency, 

hop count, and power consumption. In this work, workload for proposed architectures 1 and 2 is 

the same and so the performance improvements can be observed clearly. This method allows us to 

closely observe the performance improvement in each task. In this way, the advancements in 

architecture can be analyzed and it can convey the followed procedure is acceptable or not 

acceptable. In proposed architecture 3 with 64-core, a complex workload is considered to evaluate 

the performance comparison through application basis with distinct subtasks load.  

• Workload for Proposed Architectures 1 and 2 

In this work, we consider 25 different tasks as illustrated in Table 4.2 for the proposed 

architectures 1 and 2. The tasks 1 to 20 represent the requests from one subnet to other and the 

cases 21 to 25 represents the requests from one node to another node within the same subnet. The 

workload to represent the communications between source nodes and destination nodes are 

generated using VisualSim Architect tool. 

Table 4.2: Source and destination cores for different communication tasks 
Different 
Scenarios Source Core (S) Destination Core (D) Subnet Location 

Task 1 Core - > (0, 0.0) Core - > (1, 1.8) Out-Subnet 
Task 2 Core - > (0, 0.4) Core - > (1, 1.4) Out-Subnet 
Task 3 Core - > (0, 0.7) Core - > (1, 0.1) Out-Subnet 
Task 4 Core - > (0, 0.3) Core - > (0, 1.5) Out-Subnet 
Task 5 Core - > (1, 0.5) Core - > (0, 1.2) Out-Subnet 
Task 6 Core - > (1, 0.7) Core - > (0, 1.5) Out-Subnet 
Task 7 Core - > (0, 1.0) Core - > (1, 0.0) Out-Subnet 
Task 8 Core - > (0, 0.8) Core - > (1, 1.6) Out-Subnet 
Task 9 Core - > (0, 0.7) Core - > (0, 1.1) Out-Subnet 
Task 10 Core - > (1, 1.5) Core - > (1, 0.2) Out-Subnet 
Task 11 Core - > (0, 1.3) Core - > (0, 0.1) Out-Subnet 
Task 12 Core - > (0, 1.4) Core - > (1, 0.6) Out-Subnet 
Task 13 Core - > (1, 0.1) Core - > (1, 1.1) Out-Subnet 
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Table 4.2 (continued) 
Different 
Scenarios Source Core (S) Destination Core (D) Subnet Location 

Task 14 Core - > (1, 1.2) Core - > (0, 0.8) Out-Subnet 
Task 15 Core - > (1, 0.6) Core - > (0, 1.2) Out-Subnet 
Task 16 Core - > (1, 0.4) Core - > (0, 1.7) Out-Subnet 
Task 17 Core - > (1, 1.3) Core - > (0, 1.3) Out-Subnet 
Task 18 Core - > (0, 1.2) Core - > (1, 1.0) Out-Subnet 
Task 19 Core - > (0, 0.1) Core - > (1, 0.7) Out-Subnet 
Task 20 Core - > (1, 0.2) Core - > (0, 1.6) Out-Subnet 
Task 21 Core - > (0, 0.6) Core - > (0, 0.5) In-Subnet 
Task 22 Core - > (1, 0.7) Core - > (1, 0.8) In-Subnet 
Task 23 Core - > (0, 1.4) Core - > (0, 1.2) In-Subnet 
Task 24 Core - > (1, 1.6) Core - > (1, 1.2) In-Subnet 
Task 25 Core - > (0, 1.7) Core - > (0, 1.1) In-Subnet 

 

• Workload for Proposed Architecture 3 

Unlike 36-core architecture, a different workload is considered for the 64-core architecture. 

This workload allows us to compute the performance in different parameters according to job and 

individual task basis. The details of the workload are listed in Table 4.3. 

In this workload, tasks are included with in-subnet scenarios and out-subnet scenarios. The 

performance evaluation of the architecture is derived on job basis as well as individual task basis. 

The jobs are given sequentially and are serviced according to the request order. Here the jobs are 

not identical, where they differ in number of tasks and location of subnets that is in or out. 

To evaluate the best of the architectures, random tasks are generated where few tasks may 

give advantage to uniform subnets and some other to non-uniform subnet partition. Non-uniform 

subnet is a trade-off approach for large core architectures like more than 64-core. The method of 

proposed architecture 3 can be extended to any large number of cores. The random scenarios are 

generated using VisualSim tool for jobs, with an instruction to consider in or out-subnets.  
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Table 4.3: Workload for uniform and non-uniform subnets in 64-core architecture 

Different 
Scenarios 

Subtasks 
between 
Cores 

Uniform Partition Non-Uniform Partition 
Subnets 
Involved 

Subnet 
Location 

Subnets 
Involved 

Subnet 
Location 

Job 1 

18-54 S0, S3 Out S0, S3 Out 
59-19 S3, S0 Out S2, S0 Out 
19-51 S0, S3 Out S0, S2 Out 
18-50 S0, S2 Out S0, S2 Out 
58-26 S2, S0 Out S2, S0 Out 

Job 2 

19-20 S0,S1 Out S0 In 
60-51 S3,S2 Out S2 In 
52-50 S3,S2 Out S2 In 
24-20 S0,S1 Out S0 In 

Job 3 

6-28 S1 In S1, S0 Out 
31-20 S1 In S1, S0 Out 
63-39 S3 In S3, S1 Out 
59-35 S2 In S2, S0 Out 

Job 4 

  19-35 S0, S2 Out S0 In 
17-34 S0, S2 Out S0 In 
38-14 S3, S1 Out S1 In 
49-52 S2, S3 Out S2 In 
23-20 S1 In S1 Out 
4-31 S1 In S1 Out 
60-39 S3 In S2, S1 Out 

Job 5 
 

54-63 S3 In S3 In 
53-55 S3 In S3 In 
47-61 S3 In S3 In 
63-62 S3 In S3 In 
53-45 S3 In S3 In 
46-62 S3 In S3 In 
55-47 S3 In S3 In 

Job 6 

9-45 S0, S3 Directory S0, S3 Out 
54-50 S3, S2 Out S3, S2 Directory 
18-22 S1 Out S0, S1 Directory 
13-41 S1,S3 Directory S1, S2 Out 

 

4.4 Simulation of Proposed Architecture 1 

In this architecture, the performance is compared by assigning the unique workload for the 

architectures like mesh, traditional WNoC, and proposed WNoC with centralized directory 

(WNoC-CD). In proposed architecture 1, with the introduction of directory, traditional method of 
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multiple routing in mesh topology, and traffic as well as broadcasting issues of traditional WNoC 

can be avoided. Data synchronization is easy with the directories as they are having proven history 

to address cache coherence and scaling issues when compared to snoopy protocols. The 

performance is observed through randomly assigned workloads and the parameters considered are 

communication latency, hop count, and power consumption.  

4.4.1 Communication Latency 

The communication latency of an architecture depends on their routing methodology. The 

information from source to destination flows through intermediate nodes. In mesh multicasting, 

XY routing algorithm is followed which is an orthodox strategy and that can eventually lead to a 

longer delay, especially for the end-to-end communications. The information is generally 

transmitted in packets that have header, payload and trailer. Tasks 1 through 20 can be better 

executed by WNoC architecture. In traditional WNoC, the routing to destination is primarily 

checked within subnet and if the address is not in the subnet, then it broadcasts the same 

information to all other subnets. While broadcasting, the communication is through wireless 

routers, so it has the possibility of skipping the unnecessary intermediate nodes and thus reduces 

the latency. Even though the destination is just one hop away from its subnet, WNoC will follow 

the broadcasting methodology and it may take longer path compared to the mesh multicasting in 

few tasks. 

As illustrated in Table 4.4, for some tasks (such as Tasks 8 and 9) traditional WNoC takes 

more time than mesh, for some tasks (such as Task 10) traditional WNoC and mesh take same 

amount of time, and for some tasks (such as Tasks 1, 2, and 20) traditional WNoC takes less time 

than mesh. However, for all the tasks WNoC-CD takes less or equal time compared to traditional 

mesh and traditional WNoC architectures.  
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If the destination is only one hop distance (Tasks such as 9, 18 and 22), then all the 

networks behave as mesh  and the communication latency is identical in mesh and WNoC-CD, but 

traditional WNoC takes additional latency to update the subnets.  

Table 4.4: Communication latency compared to WNoC-CD architecture 

Different Scenarios Traditional Mesh  
(ms) 

Traditional 
WNoC 

(ms) 

Proposed WNoC-CD 
(ms) 

Task 1: (0,0.0)-(1,1.8) 4x9+40=76 4x4+40=56 4x2+40=48 
Task 2: (0,0.4)-(1,1.4) 4x5+40=60 4x0+40=40 4x0+40=40 
Task 3: (0,0.7)-(1,0.1) 4x4+40=56 4x2+40=48 4x1+40=44 
Task 4: (0,0.3)-(0,1.5) 4x4+40=56 4x2+40=48 4x1+40=44 
Task 5: (1,0.5)-(0,1.2) 4x4+40=56 4x3+40=52 4x1+40=44 
Task 6: (1,0.7)-(0,1.5) 4x3+40=52 4x2+40=48 4x1+40=44 
Task 7: (0,1.0)-(1,0.0) 4x5+40=60 4x4+40=56 4x2+40=48 
Task 8: (0,0.8)-(1,1.6) 4x3+40=52 4x4+40=56 4x2+40=48 
Task 9: (0,0.7)-(0,1.1) 4x0+40=40 4x2+40=48 4x0+40=40 
Task 10: (1,1.5)-(1,0.2) 4x3+40=52 4x3+40=52 4x1+40=44 
Task 11: (0,1.3)-(0,0.1) 4x4+40=56 4x2+40=48 4x1+40=44 
Task 12: (0,1.4)-(1,0.6) 4x3+40=52 4x2+40=48 4x0+40=40 
Task 13: (1,0.1)-(1,1.1) 4x2+40=48 4x2+40=48 4x1+40=44 
Task 14: (1,1.2)-(0,0.8) 4x3+40=52 4x4+40=56 4x2+40=48 
Task 15: (1,0.6)-(0,1.2) 4x1+40=44 4x4+40=56 4x2+40=48 
Task 16: (1,0.4)-(0,1.7) 4x6+40=64 4x1+40=44 4x0+40=40 
Task 17: (1,1.3)-(0,1.3) 4x2+40=48 4x2+40=48 4x1+40=44 
Task 18: (0,1.2)-(1,1.0) 4x0+40=40 4x4+40=56 4x0+40=40 
Task 19: (0,0.1)-(1,0.7) 4x4+40=56 4x2+40=48 4x1+40=44 
Task 20: (1,0.2)-(0,1.6) 4x9+40=76 4x4+40=56 4x2+40=48 
Task 21: (0,0.6)-(0,0.5) 4x2+40=48 4x2+40=48 4x2+40=48 
Task 22: (1,0.7)-(1,0.8) 4x0+40=40 4x0+40=40 4x0+40=40 
Task 23: (0,1.4)-(0,1.2) 4x1+40=44 4x1+40=44 4x1+40=44 
Task 24: (1,1.6)-(1,1.2) 4x3+40=52 4x3+40=52 4x3+40=52 
Task 25: (0,1.7)-(0,1.1) 4x1+40=44 4x1+40=44 4x1+40=44 

 

The detailed explanation of Table 4.4 for each architecture can be better known by 

discussing with any task. Let’s consider the Task 1, which is the maximum distance between 

source and destination cores. The information is generally transmitted in packets that have header, 

payload and trailer. Here the header size, say 8 bytes and the whole packet is 80 bytes. Therefore, 
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if the delay due to an intermediate core is four units, the delay caused due to a destination core is 

assumed to be 40 units.  The intermediate cores check only the header flit and so each intermediate 

core causes four units of delay. In mesh, for Task 1, they are nine intermediate cores and one 

destination core excluding source core. So, delay due to nine intermediate cores will be 36 

(4*9=36) units and the destination core takes 40 units, which will make the total as 76 units. In 

WNoC-CD, the centralized directory is considered as destination core. So, in Task 1, it has two 

intermediate cores and one destination core (centralized directory) involved. In detail, delay due 

to intermediate cores is 8 (4*2=8) units and the destination core takes 40 units, which will make 

the total as 48 units. 

4.4.2 Hop Count 

Hop count is another significant performance characteristic to ensure the architecture could 

be faster with reliable communication. To determine hop count, the number of hops involved in 

data transmission are counted and they differ based on the architecture. The calculation of hop 

count for each task is illustrated in Table 4.5. 

In some scenarios, even though the hop count is less, it may not ensure faster 

communication or data transmission. This is because the communication latency also varies based 

on selected path, such as single path with higher number of hops or multiple paths with low hop 

count. Generally, multiple paths may cause more delay as intermediate routers or devices may take 

long time for processing the data transmission. In most cases, if the packet exceeds the large hop 

count for a network, then that packet is discarded and there should be a retransmission of packet 

to accomplish successful task completion. To ensure that the communication is successful in mesh 

architecture, return path or acknowledgement is essential. So, the total number of hops (HT) is 2x 

the number of hops between the source and destination. 
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Table 4.5: Hop count compared to WNoC-CD architecture 

Different Scenarios Traditional 
Mesh 

Traditional 
WNoC Proposed WNoC-CD 

Task 1: (0,0.0)-(1,1.8) 

HC= HT *2 (S to 
D)+ 

HT *2 (D to 
S)=20+20=40 

HC= HT *2 (S to 
D)+ 

HT *2 (D to 
S)=10+10=20 

HC= HT (S to 
Directory)+ 

HT (D to S) =3+6=9 

Task 2: (0,0.4)-(1,1.4) HC=12+12=24 HC=2+2=4 HC=1+2=3 
Task 3: (0,0.7)-(1,0.1) HC=10+10=20 HC=6+6=12 HC=2+4=6 
Task 4: (0,0.3)-(0,1.5) HC=10+10=20 HC=6+6=12 HC=2+4=6 
Task 5: (1,0.5)-(0,1.2) HC=10+10=20 HC=8+8=16 HC=2+5=7 
Task 6: (1,0.7)-(0,1.5) HC=8+8=16 HC=6+6=12 HC=2+4=6 
Task 7: (0,1.0)-(1,0.0) HC=12+12=24 HC=10+10=20 HC=3+6=9 
Task 8: (0,0.8)-(1,1.6) HC=8+8=16 HC=10+10=20 HC=3+6=9 
Task 9: (0,0.7)-(0,1.1) HC=2+2=4 HC=6+6=12 HC=1+1+2=4 
Task 10: (1,1.5)-(1,0.2) HC=8+8=16 HC=8+8=16 HC=2+5=7 
Task 11: (0,1.3)-(0,0.1) HC=10+10=20 HC=6+6=12 HC=2+4=6 
Task 12: (0,1.4)-(1,0.6) HC=8+8=16 HC=6+6=12 HC=1+4=5 
Task 13: (1,0.1)-(1,1.1) HC=6+6=12 HC=6+6=12 HC=2+4=6 
Task 14: (1,1.2)-(0,0.8) HC=8+8=16 HC=10+10=20 HC=3+6=9 
Task 15: (1,0.6)-(0,1.2) HC=4+4=8 HC=10+10=20 HC=3+6=9 
Task 16: (1,0.4)-(0,1.7) HC=14+14=28 HC=4+4=8 HC=1+3=4 
Task 17: (1,1.3)-(0,1.3) HC=6+6=12 HC=6+6=12 HC=2+4=6 
Task 18: (0,1.2)-(1,1.0) HC=2+2=4 HC=10+10=20 HC=1+1+3=5 
Task 19: (0,0.1)-(1,0.7) HC=10+10=20 HC=6+6=12 HC=2+4=6 
Task 20: (1,0.2)-(0,1.6) HC=20+20=40 HC=10+10=20 HC=3+6=9 
Task 21: (0,0.6)-(0,0.5) HC=6+6=12 HC=6+6=12 HC=3+3=1=7 
Task 22: (1,0.7)-(1,0.8) HC=2+2=4 HC=2+2=4 HC=1+1+2=4 
Task 23: (0,1.4)-(0,1.2) HC=4+4=8 HC=4+4=8 HC=2+2+1=5 
Task 24: (1,1.6)-(1,1.2) HC=8+8=16 HC=8+8=16 HC=4+4+1=9 
Task 25: (0,1.7)-(0,1.1) HC=4+4=8 HC=4+4=8 HC=2+2+1=5 

 

However, the proposed architecture does not require any acknowledgement path for 

identifying the status as well as fetching the data. The routing path has become straightforward 

and less due to the introduction of directory in a multicore architecture. The directory works as a 

commander and supervises the purpose without any acknowledgement. 

The detailed explanation of any task for each architecture can be simplified by considering 

a task. Let’s consider Task 1, which has maximum end-to-end communication. In mesh, to 
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communicate between source and destination core it has 10 intermediate hops. Usually in mesh, it 

should get an acknowledgement to send any information. So, it has double path for source and 

destination which makes 20 hop counts. Similarly, to acknowledge the information is completely 

received from destination to source is also double which makes 20 hop count and so in total it has 

40 hop counts. In WNoC-CD, the request to fetch data is up to centralized directory that is three 

hops and then the return path is from destination to source core that is six hops, which makes the 

total as nine hops. In WNoC-DDs, the request to fetch is to its individual directory only as the 

directories are synced that takes two hops, and then the return path is five hops which makes the 

total as seven hops.   

4.4.3 Power Consumption 

To calculate the power (assumptions in Table 4.1) consumed for a task, there are several 

considerations such as cores, routers, and directories involved in reaching destination core from 

source core. It is assumed that each wired link consumes one unit of power (Pwr). Studies indicate 

a wired network connection would take less power than a wireless network [96], [97], [98], [99]. 

Therefore, a wireless link is assumed to consume 1.1 unit of power (Pwl). To be in the conservative 

side, we assume that a core with wired router consumes three units of power (Pcwr). The XY routing 

algorithm [100], [101], [102] does not have a unique pattern path towards destination. So, the 

average power consumed by a core in a 6x6 mesh (Pcanw) is average number of cores travelled 

multiplied by power needed for each wired core (19.5 units). Similarly, the average power 

consumed by a wired link in a 6x6 mesh (Palwr) is 5.5 power units. The power consumption of each 

individual task can be observed in Table 4.6. 
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Table 4.6: Power consumption compared to WNoC-CD architecture 
Different 
Scenarios 

Traditional Mesh  
 (mW) 

Traditional WNoC 
 (mW) 

Proposed WNoC-CD 
 (mW) 

Task 1: 
(0,0.0)-(1,1.8) 

P1=24, P2=24, P3=25, 
Ptot=73 

Psd=37.6, Pds=24.7 
Ptot=62.3 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 

Task 2: 
(0,0.4)-(1,1.4) 

P1=24, P2=24, P3=25, 
Ptot=73 

Psd=37.6, Pds=24.7 
Ptot =62.3 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 

Task 3: 
(0,0.7)-(1,0.1) 

P1=23, P2=23, P3=25 
Ptot=71 

Psd=31.6, Pds=12.7 
Ptot =44.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 4: 
 (0,0.3)-(0,1.5) 

P1=23, P2=23, P3=25 
Ptot=71 

Psd=34.6, Pds=18.7 
Ptot =53.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 5:  
(1,0.5)-(0,1.2) 

P1=23, P2=23, P3=25 
Ptot=71 

Psd=34.6, Pds=21.7 
Ptot =56.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 6: 
 (1,0.7)-(0,1.5) 

P1=19, P2=19, P3=25 
Ptot=63 

Psd=34.6, Pds=18.7 
Ptot =53.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 7:  
(0,1.0)-(1,0.0) 

P1=27, P2=27, P3=25 
Ptot=79 

Psd=37.6, Pds=24.7 
Ptot =62.3 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 

Task 8:  
(0,0.8)-(1,1.6) 

P1=19, P2=19, P3=25 
Ptot=63 

Psd=37.6, Pds=24.7 
Ptot =62.3 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 

Task 9:  
(0,0.7)-(0,1.1) 

P1=7, P2=7, P3=25 
Ptot=39 

Psd=34.6, Pds=18.7 
Ptot =53.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 10:  
(1,1.5)-(1,0.2) 

P1=19, P2=19, P3=25 
Ptot=63 

Psd=34.6, Pds=21.7 
Ptot =56.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 11:  
(0,1.3)-(0,0.1) 

P1=23, P2=23, P3=25 
Ptot=71 

Psd=34.6, Pds=18.7 
Ptot =53.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 12:  
(0,1.4)-(1,0.6) 

P1=19, P2=19, P3=25 
Ptot=63 

Psd=31.6, Pds=18.7 
Ptot=50.3 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 

Task 13:  
(1,0.1)-(1,1.1) 

P1=15, P2=15, P3=25 
Ptot=55 

Psd=34.6, Pds=18.7 
Ptot =53.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 14: 
(1,1.2)-(0,0.8) 

P1=19, P2=19, P3=25 
Ptot=63 

Psd=37.6, Pds=24.7 
Ptot=62.3 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 

Task 15:  
(1,0.6)-(0,1.2) 

P1=11, P2=11, P3=25 
Ptot=47 

Psd=37.6, Pds=24.7 
Ptot=62.3 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 

Task 16:  
(1,0.4)-(0,1.7) 

P1=31, P2=31, P3=25 
Ptot=87 

Psd=37.6, Pds=24.7 
Ptot=62.3 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 

Task 17:  
(1,1.3)-(0,1.3) 

P1=15, P2=15, P3=25 
Ptot=55 

Psd=37.6, Pds=24.7 
Ptot =62.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 18:  
(0,1.2)-(1,1.0) 

P1=7, P2=7, P3=25 
Ptot=39 

Psd=31.6, Pds=12.7 
Ptot =44.3 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 

Task 19:  
(0,0.1)-(1,0.7) 

P1=23, P2=23, P3=25 
Ptot=71 

Psd=34.6, Pds=18.7 
Ptot =53.3 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 

Task 20:  
(1,0.2)-(0,1.6) 

P1=43, P2=43, P3=25 
Ptot=111 

Psd=34.6, Pds=21.7 
Ptot =56.3 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 
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Table 4.6 (continued) 

Different 
Scenarios 

Traditional Mesh  
 (mW) 

Traditional WNoC 
 (mW) 

Proposed WNoC-CD 
 (mW) 

Task 21: 
(0,0.6)-(0,0.5) 

P1=15, P2=15, P3=25 
Ptot=55 

Psd=14.5, Pds=14.5 
Ptot=29 

    Psdr=15.9, Pds=14.8 
Ptot=30.7 

Task 22: 
(1,0.7)-(1,0.8) 

P1=7, P2=7, P3=25 
Ptot=39 

Psd =8.5, Pds=8.5 
Ptot=17 

Psdr=12.9, Pds=8.5 
Ptot=21.4 

Task 23: 
(0,1.4)-(0,1.2) 

P1=11, P2=11, P3=25 
Ptot=47 

Psd =11.8, Pds=11.8 
Ptot=23.6 

Psdr=12.9, Pds=11.8 
Ptot=24.7 

Task 24: 
(1,1.6)-(1,1.2) 

P1=19, P2=19, P3=25 
Ptot=63 

Psd =17.5, Pds=17.5 
Ptot=35 

Psdr=18.9, Pds=17.8 
Ptot=36.7 

Task 25: 
(0,1.7)-(0,1.1) 

P1=11, P2=11, P3=25 
Ptot=47 

Psd =11.8, Pds=11.8 
Ptot=23.6 

Psdr=12.9, Pds=11.8 
Ptot=24.7 

 

For the WNoC-CD architecture, each wired core consumes three units of power (like a core 

in mesh) and the special core with wireless router consumes 3.3 units of power (Pcwl). For a 3x3 

subnet, the minimum number of links is one and the maximum number of links is four. So, the 

average power consumed by a wired link in a subnet (Pawrsn) is 2.5 power units. 

The power consumed by the directory (Pdr = 6 units) is assumed to be twice the power 

consumed by the core, since the entire directory must be scanned in a worst scenario. Similarly, 

the power consumed by the central directory-core with wireless router (Pcdr = Pdr + power needed 

by a wireless core = 6 + 3.3) is 9.3. The following is an example for calculating power consumption 

by considering Task 1 (0,0.0)-(1,1.8): 

In Mesh multicasting: 

P1= (Pwr*Nwr)+(Pcwr*Ncwr) = 43 
P2 = (Pwr*Nwr)+(Pcwr*Ncwr) = 43 
P3 = Palwr+Pcanw= 5.5 + 19.5 = 25         
Ptot = P1 + P2 + P3 = 43 + 43 +25=111 
 
In WNoC: 
 
Psd=Pawrsn+(Pcwr*Ncwr)+Pcwl+3(Pwl+Pcasn) =2.5+(3*2)+3.3+25.8 = 37.6   
Pds = Pdsn+Pwl+Pssn= 11.8+1.1+11.8 = 24.7 
Ptot = Psd + Pds = 37.6+24.7=62.3 
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In WNoC-CD: 
 
Ptot = Psdr + Pcdr (For Out-Subnet) 
Psdr=Pawrsn+(Pcwr*Ncwr)+Pcwl+Pwl = 2.5+(3*2)+3.3+1.1=12.9 
Pcdr= Pdr+Pcwl= 6 + 3.3 = 9.3 
Ptot=12.9+9.3=22.2 
Pds=Pawrsn+(Pcwr*Ncwr)+Pcwl  (For In-Subnet) 
 
4.5 Simulation of Proposed Architecture 2 

In this architecture, the performance is compared by assigning the unique workload for the 

architectures like traditional mesh, WNoC-CD, and proposed WNoC with distributed directories 

(WNoC-DDs). In proposed architecture 2, with the introduction of the directory in each subnet 

may improve the performance as a significant factor. In each subnet, directory is added to the 

center core that has wireless router. As the directory is synced at every instant of tasks to the cores, 

the data transfer is easy and faster. The directories transfer the data from the destination core to 

the requested source core. Source cores in proposed WNoC-DDs architecture from any subnet, 

need not to wait for other subnet cores as in WNoC-CD. In WNoC-CD, the requests from the 

subnets can be executed sequentially as the directory is only one and it is the only medium of 

communication. With the introduction of directory in each subnet, waiting time for directory is 

terminated and so the tasks can be executed in parallel without the intervention of other subnets. 

However, the directory synchronization may take additional time for an update from a subnet, but 

it is very less when compared to waiting time in WNoC-CD architecture.   

4.5.1 Communication Latency 

In proposed architecture 2, the calculation of communication latency is like the proposed 

architecture 1, which depends on their routing methodology. However, the major difference is the 

way of data aggregating to the requested cores. In all these architectures, source core is the one 

who requests data and the destination core is the one who sends the data. In proposed WNoC-DDs, 
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the communication is also subnet to subnet like proposed architecture 1 (WNoC-CD) but the 

difference is the subnet is supervised with an individual directory which is integrated with wireless 

router. The directory adds more intelligence in data transfer compared to WNoC-CD. Each 

directory is holding the data of other subnets and so it reduces the latency at the cost of 

broadcasting to all directories for every task execution. Table 4.7 illustrates the communication 

latency of all the architectures and the performance can be observed for each task. 

Table 4.7: Communication latency compared to WNoC-DDs architecture 

Different Scenarios 
Traditional 

Mesh 
(ms) 

WNoC-CD 
(ms) 

Proposed WNoC-DDs 
(ms) 

Task 1: (0,0.0)-(1,1.8) 4x9+40=76 4x2+40=48 4x1+40=44 
Task 2: (0,0.4)-(1,1.4) 4x5+40=60 4x0+40=40 4x0+40=40 
Task 3: (0,0.7)-(1,0.1) 4x4+40=56 4x1+40=44 4x0+40=40 
Task 4: (0,0.3)-(0,1.5) 4x4+40=56 4x1+40=44 4x0+40=40 
Task 5: (1,0.5)-(0,1.2) 4x4+40=56 4x1+40=44 4x0+40=40 
Task 6: (1,0.7)-(0,1.5) 4x3+40=52 4x1+40=44 4x0+40=40 
Task 7: (0,1.0)-(1,0.0) 4x5+40=60 4x2+40=48 4x1+40=44 
Task 8: (0,0.8)-(1,1.6) 4x3+40=52 4x2+40=48 4x1+40=44 
Task 9: (0,0.7)-(0,1.1) 4x0+40=40 4x0+40=40 4x0+40=40 
Task 10: (1,1.5)-(1,0.2) 4x3+40=52 4x1+40=44 4x0+40=40 
Task 11: (0,1.3)-(0,0.1) 4x4+40=56 4x1+40=44 4x0+40=40 
Task 12: (0,1.4)-(1,0.6) 4x3+40=52 4x0+40=40 4x0+40=40 
Task 13: (1,0.1)-(1,1.1) 4x2+40=48 4x1+40=44 4x0+40=40 
Task 14: (1,1.2)-(0,0.8) 4x3+40=52 4x2+40=48 4x1+40=44 
Task 15: (1,0.6)-(0,1.2) 4x1+40=44 4x2+40=48 4x1+40=44 
Task 16: (1,0.4)-(0,1.7) 4x6+40=64 4x0+40=40 4x0+40=40 
Task 17: (1,1.3)-(0,1.3) 4x2+40=48 4x1+40=44 4x0+40=40 
Task 18: (0,1.2)-(1,1.0) 4x0+40=40 4x0+40=40 4x0+40=40 
Task 19: (0,0.1)-(1,0.7) 4x4+40=56 4x1+40=44 4x0+40=40 
Task 20: (1,0.2)-(0,1.6) 4x9+40=76 4x2+40=48 4x1+40=44 
Task 21: (0,0.6)-(0,0.5) 4x2+40=48 4x2+40=48 4x2+40=48 
Task 22: (1,0.7)-(1,0.8) 4x0+40=40 4x0+40=40 4x0+40=40 
Task 23: (0,1.4)-(0,1.2) 4x1+40=44 4x1+40=44 4x1+40=44 
Task 24: (1,1.6)-(1,1.2) 4x3+40=52 4x3+40=52 4x3+40=52 
Task 25: (0,1.7)-(0,1.1) 4x1+40=44 4x1+40=44 4x1+40=44 
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WNoC-DDs perform better as they reduce the intermediate cores in performing data 

transfer between source to destination. WNoC-DDs follow the adaptive XY routing algorithm to 

transfer data between cores and it is advantageous as it searches for alternative paths if the traffic 

is high at the intermediate cores. The worst scenarios of mesh multicasting (such as end-to-end 

communication) and one hop away between two subnets scenarios of WNoC can be avoided in 

WNoC-DDs architecture. WNoC-DDs should take less time in all those scenarios. The detailed 

statistics of the use of the subnets is maintained and monitored by the directory. The destination 

cores are considered based on the activities of the subnets. Thus, the directory should help balance 

load by selecting the destination cores from different subnets (if possible). However, the routing 

path to communicate within the subnet (Tasks 21 to 25) is the same and so the delay is unique for 

all the three architectures namely traditional mesh, WNoC-CD, and proposed WNoC-DDs and is 

illustrated in Table 4.7. 

WNoC-DDs takes less time due to the introduction of distributed directories. The 

directories sync the data of their own subnet as well as other subnets through neighbor directories 

by using customized MESI protocol. As the directories are synced, they avoid broadcasting issues 

as well as bandwidth issues. So, when the source reaches its own subnet directory then it could be 

considered as it reached the destination. In WNoC-DDs, the individual directory is considered as 

destination. So, in Task 1 (0,0.0)-(1,1.8), it has only one intermediate core that takes four units and 

one destination (directory) core that takes 40 units, which will make the total as 44 units whereas 

the traditional mesh takes 76 units and WNoC-CD takes 48 units. 

4.5.2 Hop Count 

Hop count determines the number of hops involved in transferring data between source and 

destination. The performance can be higher if the number of hops reduced. In WNoC-DDs, the 
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hops are reduced as they skip the intermediate cores and mostly receives the data through its own 

subnet directory with minimal latency compared to WNoC-CD and other architectures. The 

number of hops involved for data transmission in each task is considered as hop count. The 

calculation of hop count for each task is illustrated in Table 4.8. 

Table 4.8: Hop count compared to WNoC-DDs architecture 

Different Scenarios Traditional Mesh  WNoC-CD Proposed WNoC-DDs 

Task 1: (0,0.0)-(1,1.8) 

HC= HT *2 (S to 
D)+ 

HT *2 (D to 
S)=20+20=40 

HC= HT (S to 
Directory)+ 

HT (D to S) =3+6=9 

HC= HT (S to 
Directory)+ 

HT (D to S) =2+5=7 

Task 2: (0,0.4)-(1,1.4) HC=12+12=24 HC=1+2=3 HC=0+1=1 
Task 3: (0,0.7)-(1,0.1) HC=10+10=20 HC=2+4=6 HC=1+3=4 
Task 4: (0,0.3)-(0,1.5) HC=10+10=20 HC=2+4=6 HC=1+3=4 
Task 5: (1,0.5)-(0,1.2) HC=10+10=20 HC=2+5=7 HC=1+4=5 
Task 6: (1,0.7)-(0,1.5) HC=8+8=16 HC=2+4=6 HC=1+3=4 
Task 7: (0,1.0)-(1,0.0) HC=12+12=24 HC=3+6=9 HC=2+5=7 
Task 8: (0,0.8)-(1,1.6) HC=8+8=16 HC=3+6=9 HC=2+5=7 
Task 9: (0,0.7)-(0,1.1) HC=2+2=4 HC=1+1+2=4 HC=1+1=2 
Task 10: (1,1.5)-(1,0.2) HC=8+8=16 HC=2+5=7 HC=1+4=5 
Task 11: (0,1.3)-(0,0.1) HC=10+10=20 HC=2+4=6 HC=1+3=4 
Task 12: (0,1.4)-(1,0.6) HC=8+8=16 HC=1+4=5 HC=0+3=3 
Task 13: (1,0.1)-(1,1.1) HC=6+6=12 HC=2+4=6 HC=1+3=4 
Task 14: (1,1.2)-(0,0.8) HC=8+8=16 HC=3+6=9 HC=2+5=7 
Task 15: (1,0.6)-(0,1.2) HC=4+4=8 HC=3+6=9 HC=2+5=7 
Task 16: (1,0.4)-(0,1.7) HC=14+14=28 HC=1+3=4 HC=0+2=2 
Task 17: (1,1.3)-(0,1.3) HC=6+6=12 HC=2+4=6 HC=1+3=4 
Task 18: (0,1.2)-(1,1.0) HC=2+2=4 HC=1+1+3=5 HC=1+1=2 
Task 19: (0,0.1)-(1,0.7) HC=10+10=20 HC=2+4=6 HC=1+3=4 
Task 20: (1,0.2)-(0,1.6) HC=20+20=40 HC=3+6=9 HC=2+5=7 
Task 21: (0,0.6)-(0,0.5) HC=6+6=12 HC=3+3=1=7 HC=3+3=6 
Task 22: (1,0.7)-(1,0.8) HC=2+2=4 HC=1+1+2=4 HC=1+1=2 
Task 23: (0,1.4)-(0,1.2) HC=4+4=8 HC=2+2+1=5 HC=2+2=4 
Task 24: (1,1.6)-(1,1.2) HC=8+8=16 HC=4+4+1=9 HC=4+4=8 
Task 25: (0,1.7)-(0,1.1) HC=4+4=8 HC=2+2+1=5 HC=2+2=4 

 

Unlike WNoC-CD, WNoC-DDs has the advantage of skipping subnets for many cases as 

each subnet is accommodated with an individual directory. WNoC-DDs need not to wait for the 
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serving the requests of a source core from a subnet. But in WNoC-CD, the subnets request the 

centralized directory and the requests are queued and they must wait until their turn arise. Thus, 

the centralized directory adds an extra hop as well as delay due to waiting time in queue. The hop 

count in WNoC-CD needs more hops compared to WNoC-DDs model to update the directory to 

maintain data consistency for Tasks such as 9, 18, 21, 22, 23, 24, and, 25 as the network is designed 

with centralized directory. WNoC-DDs has the advantage of having wireless router with individual 

directory to each subnet and thus avoids extra hop counts compared to WNoC-CD and traditional 

mesh architecture. 

4.5.3 Power Consumption 

In calculating the power consumed for each task, number of cores, routers, and directories 

involved in reaching destination node from source node is identified. Then the power consumption 

for each task is calculated by using the assumptions in Table 4.1. WNoC-DDs consume less power 

when compared to other architectures as the directory in each subnet handles the data. The power 

consumption of each individual task can be observed in Table 4.9. The assumptions for calculating 

power is like proposed architecture 1. Due to the existence of directory in each subnet the power 

consumption from a subnet is high but the overall power consumption for a task is less as it avoids 

the subnet communication at every instant. For example, Task 1  power consumption can be easily 

inferred with the formula given below. 

In WNoC-DDs: 

Ptot = Psdd  
Psdd=Pawrsn+(Pcwr*Ncwr)+Pddr core+ 3 (Pwl)=2.5+(3*1)+6 +3(1.1)= 14.8 
Ptot=14.8 
 
Ptot= Psdd + Pdsddr (For In-Subnet) 
Pdsddr=Pawrsn+(Pcwr*Ncwr)+Pddr 
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Table 4.9: Power consumption compared to WNoC-DDs architecture 

Different Scenarios Traditional Mesh 
(mW) 

WNoC-CD 
(mW) 

Proposed 
WNoC-DDs 

(mW) 

Task 1: (0,0.0)-(1,1.8) P1=24, P2=24, P3=25, 
Ptot=73 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 

Ptot=14.8 
 

Task 2: (0,0.4)-(1,1.4) P1=24, P2=24, P3=25, 
Ptot=73 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 Ptot=11.8 

Task 3: (0,0.7)-(1,0.1) P1=23, P2=23, P3=25 
Ptot=71 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 4: (0,0.3)-(0,1.5) P1=23, P2=23, P3=25 
Ptot=71 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 5: (1,0.5)-(0,1.2) P1=23, P2=23, P3=25 
Ptot=71 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 6: (1,0.7)-(0,1.5) P1=19, P2=19, P3=25 
Ptot=63 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 7: (0,1.0)-(1,0.0) P1=27, P2=27, P3=25 
Ptot=79 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 Ptot=14.8 

Task 8: (0,0.8)-(1,1.6) P1=19, P2=19, P3=25 
Ptot=63 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 Ptot=14.8 

Task 9: (0,0.7)-(0,1.1) P1=7, P2=7, P3=25 
Ptot=39 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 10: (1,1.5)-(1,0.2) P1=19, P2=19, P3=25 
Ptot=63 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 11: (0,1.3)-(0,0.1) P1=23, P2=23, P3=25 
Ptot=71 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 12: (0,1.4)-(1,0.6) P1=19, P2=19, P3=25 
Ptot=63 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 Ptot=11.8 

Task 13: (1,0.1)-(1,1.1) P1=15, P2=15, P3=25 
Ptot=55 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 14: (1,1.2)-(0,0.8) P1=19, P2=19, P3=25 
Ptot=63 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 Ptot=14.8 

Task 15: (1,0.6)-(0,1.2) P1=11, P2=11, P3=25 
Ptot=47 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 Ptot=14.8 

Task 16: (1,0.4)-(0,1.7) P1=31, P2=31, P3=25 
Ptot=87 

Psdr=6.9, Pcdr=9.3 
Ptot=16.2 Ptot=11.8 

Task 17: (1,1.3)-(0,1.3) P1=15, P2=15, P3=25 
Ptot=55 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 18: (0,1.2)-(1,1.0) P1=7, P2=7, P3=25 
Ptot=39 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 Ptot=11.8 

Task 19: (0,0.1)-(1,0.7) P1=23, P2=23, P3=25 
Ptot=71 

Psdr=9.9, Pcdr=9.3 
Ptot=19.2 Ptot=11.8 

Task 20: (1,0.2)-(0,1.6) P1=43, P2=43, P3=25 
Ptot=111 

Psdr=12.9, Pcdr=9.3 
Ptot=22.2 Ptot=14.8 
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Table 4.9 (continued) 

Different Scenarios Traditional Mesh 
(mW) 

WNoC-CD 
(mW) 

Proposed 
WNoC-DDs 

(mW) 

Task 21: (0,0.6)-(0,0.5) P1=15, P2=15, P3=25 
Ptot=55 

Psdr=15.9, Pds=14.8 
Ptot=30.7 

Ptot= Psdd + Pdsddr 
=20.8+17.5 

=38.3 

Task 22: (1,0.7)-(1,0.8) P1=7, P2=7, P3=25 
Ptot=39 

Psdr=12.9, Pds=8.5 
Ptot=21.4 

Ptot=17.8+8.5 
=26.3 

Task 23: (0,1.4)-(0,1.2) P1=11, P2=11, P3=25 
Ptot=47 

Psdr=12.9, Pds=11.8 
Ptot=24.7 

Ptot=17.8+14.5 
=32.3 

Task 24: (1,1.6)-(1,1.2) P1=19, P2=19, P3=25 
Ptot=63 

Psdr=18.9, Pds=17.8 
Ptot=36.7 

Ptot=23.8+20.5 
=44.3 

Task 25: (0,1.7)-(0,1.1) P1=11, P2=11, P3=25 
Ptot=47 

Psdr=12.9, Pds=11.8 
Ptot=24.7 

Ptot=17.8+14.5 
=32.3 

 

In WNoC-DDs architecture, the power consumed by each of the distributed directories 

with the wireless router (Pddr) is 6 units. In WNoC-DD, with the introduction of individual 

directory in every subnet, the update sync is easy and reduces hop count as well as traffic compared 

to WNoC-CD. The reduced hop count due to WNoC-DDs architecture should minimize the power 

consumption and offer better performance when compared with traditional mesh, and WNoC-CD 

architectures (see Tasks 1 to 20 in Table 4.9). 

4.6 Simulation of Proposed Architecture 3 

Unlike 36-core architectures of proposed 1 and 2, different workload is considered for the 

64-core architectures with uniform and non-uniform partition of subnets. In this section, firstly 64-

core architecture is evaluated with uniform partition where each subnet has equal number of cores 

but lacked in finding the exact center core. This is because the number of cores is even that is 16-

core subnet in this architecture. If we investigate the subnet division, the possibility of becoming 

center core is equal to 4-core for example cores’-9, 10, 17, and 18 in subnet 0. The selection of 

any above cores as center core can ensure greater performance only to the tasks that are directly 

connected to it. The other neighbor cores in that subnet will not get enough benefit of the center 
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core and thus increases latency. Hence non-uniform subnets are introduced to overcome the 

latency issues. The thumb rule in determining the subnet size in non-uniform partition is to select 

odd number of cores like 9, 15, and 25. This sort of clustering, benefits to find the approximate 

center core and it brings a tradeoff superiority to all the neighbor cores in a subnet. Also, the small 

and large subnet division allows us to assign subnets for distinct application loads. As each subnet 

is assigned with a directory as well as wireless router like proposed architectures 1 and 2, the 

latency and power consumption can be reduced. 

To reach an agreement, which partition is better, uniform or non-uniform, one should go 

through the examination of performance parameters. In these architectures, different jobs are 

considered as loads and the performance is observed as an average of all jobs as well as individual 

jobs. The performance parameters examined in these architectures are communication latency, hop 

count, and power consumption. In the proposed architecture 3, traditional mesh, traditional WNoC, 

and WNoC-CD discussions are avoided as it is significantly proven that distributed directory 

architecture performs better than the above-mentioned architectures. 

4.6.1 Communication Latency 

The communication latency is calculated on job basis and on individual task basis. When 

a request for data is processed through source core, the tool starts the initiating time and it counts 

on until the request is completed by obtaining the data from the destination core. In this 

architecture, we also include the latency in updating its directory. It is very essential to consider, 

to avoid data synchronizations. Like the other proposed architectures, adaptive XY routing 

algorithm is used and the performance is good even though the number of cores increased. The 

message or data between cores is in the form of packets. Every packet is not processed completely 

through intermediate cores. 
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The detailed calculations of communication latency can be observed in Table 4.10. There 

are 6 jobs in total and individual tasks are 31 in total.  

Table 4.10: Communication latency of 64-core architecture with uniform and non-uniform 
subnets 

Different 
Scenarios 

Subtasks 
between Cores 

Uniform Partition 
(ms) 

Non-Uniform Partition 
(ms) 

Job 1 

18-54 3x4+4x4+4x4+40=84 0+2x4+0x4+40=48 
59-19 5x4+5x4+7x4+40=108 3x4+3x4+3x4+40=76 
19-51 4x4+5x4+6x4+40=100 2x4+3x4+2x4+40=68 
18-50 3x4+4x4+4x4+40=84 0+2x4+2x4+40=56 
58-26 4x4+5x4+6x4+40=100 2x4+3x4+2x4+40=68 

Job 2 

19-20 0+2x4+0x4+40=48 0+2x4+0x4+40=48 
60-51 4x4+5x4+6x4+40=100 4x4+2x4+3x4+40=76 
52-50 3x4+4x4+4x4+40=84 3x4+0+1x4+40=56 
24-20 4x4+4x4+5x4+40=92 4x4+3x4+4x4+40=84 

Job 3 

6-28 3x4+4x4+4x4+40=84 3x4+5x4+5x4+40=92 
31-20 5x4+3x4+3x4+40=84 3x4+4x4+4x4+40=84 
63-39 5x4+4x4+2x4+40=80 3x4+5x4+5x4+40=92 
59-35 5x4+4x4+2x4+40=80 3x4+5x4+5x4+40=92 

Job 4 
 

19-35 4x4+5x4+6x4+40=100 2x4+4x4+1x4+40=68 
17-34 2x4+4x4+3x4+40=76 2x4+3x4+2x4+40=68 
38-14 3x4+3x4+3x4+40=76 3x4+2x4+2x4+40=68 
49-52 2x4+4x4+3x4+40=76 2x4+3x4+2x4+40=68 
23-20 4x4+3x4+2x4+40=76 2x4+4x4+3x4+40=76 
4-31 3x4+5x4+5x4+40=92 5x4+4x4+5x4+40=96 
60-39 4x4+4x4+5x4+40=92 4x4+5x4+6x4+40=100 

Job 5 

54-63 3x4+5x4+1x4+40=76 0+3x4+1x4+40=56 
53-55 2x4+4x4+1x4+40=68 2x4+2x4+1x4+40=60 
47-61 3x4+4x4+3x4+40=76 3x4+3x4+3x4+40=76 
63-62 0+2x4+0x4+40=48 0+2x4+0+40=48 
53-45 2x4+0x4+0x4+40=48 2x4+0+0+40=48 
46-62 2x4+4x4+1x4+40=68 2x4+2x4+1x4+40=60 
55-47 0+2x4+0x4+40=48 0+2x4+0+40=48 

Job 6 

9-45 0+2x4+0x4+40=48 3x4+4x4+4x4+40=84 
54-50 3x4+4x4+4x4+40=84 0+2x4+0+40=48 
18-22 3x4+4x4+4x4+40=84 0+2x4+0+40=48 
13-41 0+2x4+0x4+40=48 3x4+4x4+4x4+40=84 

 

The critical combination of a packet are header, payload, and trailer. The cores just forward 

the packets to its neighbors if they are not the destination core, which is revealed from the header 
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packet. The latency between intermediate cores through a single hop is four units and the 

destination core include a latency of 40 units as it must read the full packet. These assumptions are 

like previous architectures and the details are well explained in the above sections for 36-core 

architectures. An individual core always knows, its one hop distance cores that is East, West, 

North, and South cores. For any task, the latency is evaluated by considering the number of cores 

involved in the process from source to destination and vice-versa. Generally, the cores involved in 

each task is based on the routing strategy and size of subnet where partition plays a vital role. On 

average, non-uniform partition has more potential than uniform and the results are quite 

satisfactory.  

The path calculation for computing latency in mathematical representation is as follows: 

Latency= Know the destination (Source to Directory) + Directory request to destination 

core (Directory to destination) + Send data from destination to source core directly. 

By using the above mathematical expression, the latency for each job is calculated for both 

uniform and non-uniform partitions and then finally compared to analyze the performance. 

4.6.2 Hop Count 

Hop is a link between two cores that is wired, or wireless connected. Cores communicate 

each other with these links and the error-free connection ensures trustworthy communication. The 

computation of hop count is analyzed for job and individual task basis. The hop count in both 

uniform and non-uniform partitions, does not require any return or acknowledgement. This 

approach will reduce the number of hops in larger when compared to traditional mesh 

architectures. Number of hops required for any job is based on the number of links that are 

connected to cores. If a greater number of hops involved for data transmission, then the 

comprehensive hop counts of that task will be larger.  
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The detailed calculations of latency can be observed in Table 4.11. There are six jobs in 

total and 31 individual tasks in total. 

Table 4.11: Hop count of 64-core architecture with uniform and non-uniform subnets 

Different 
Scenarios 

Subtasks 
between Cores Uniform Partition Non-Uniform Partition 

Job 1 

18-54 2+3+5=10 0+1+1=2 
59-19 4+4+8=16 2+2+4=8 
19-51 3+4+7=14 1+2+3=6 
18-50 2+3+5=10 0+1+1=2 
58-26 3+4+7=14 1+2+3=6 

Job 2 

19-20 0+1+1=2 1+1+1=3 
60-51 3+4+7=14 3+1+2=6 
52-50 2+3+5=10 2+0+2=4 
24-20 3+3+6=12 3+2+5=10 

Job 3 

6-28 2+3+5=10 2+4+6=12 
31-20 4+2+4=10 2+3+5=10 
63-39 4+3+3=10 2+4+6=12 
59-35 4+3+3=10 2+4+6=12 

Job 4 
 

19-35 3+4+7=14 1+3+2=6 
17-34 1+3+4=8 1+2+3=6 
38-14 2+2+4=8 2+1+3=6 
49-52 1+3+4=8 1+2+3=6 
23-20 3+2+3=8 1+3+4=8 
4-31 2+4+6=12 4+3+7=14 
60-39 3+3+6=12 3+4+7=14 

Job 5 

54-63 2+4+2=8 0+2+2=4 
53-55 1+3+2=6 1+1+2=4 
47-61 2+2+4=8 2+2+4=8 
63-62 1+1+4=6 1+1+1=3 
53-45 1+0+1=2 0+1+1=2 
46-62 1+3+2=6 1+1+2=4 
55-47 1+1+4=6 1+1+1=3 

Job 6 

9-45 0+1+1=2 2+3+5=10 
54-50 2+3+5=10 0+1+1=2 
18-22 2+3+5=10 0+1+1=2 
13-41 0+1+1=2 2+3+5=10 

 

In these architectures, directories play a key role as they define the path between source 

and destination cores. However, selection of center core is complicated and so partition of subnets 
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are given highest priority which will resolve the performance of the system. Unlike uniform 

partition, non-uniform partition has small and large subnets. Eventually, smaller subnets require 

less hops when compared to larger subnets. However, it takes more hops if larger subnet is 

considered. As the workload is random, the outcome performance in both partition methods will 

determine the best approach of logical splitting of subnets.  

Two cores communicate directly only when they are at one hop distance. However, after 

data exchange between cores, it is essential to update the directory to get rid of data 

synchronization issues. In such cases, mesh topology may be advantage but on average of random 

workloads, the directory-based architectures proved their performance is immense. We can also 

write an algorithm to check the number of hops required for any task in advance before transmitting 

data and we can decide to follow mesh topology path or directory path. But this approach typically 

increases the delay and power consumption as they must compute multiple paths and logics 

possible. So, directory-based architecture with non-uniform partition assures a trade-off solution 

for large core architectures.   

The calculation of computing total hops involved in data transmission can be expressed in 

mathematical representation as follows: 

Hop Count= Know the destination (Source to Directory) + Directory request to destination 

core (Directory to destination) + Send data from destination to source core directly. 

By using the above mathematical expression, the hop count for each job is calculated on 

both uniform and non-uniform partitions and then finally compared to analyze the performance. 

4.6.3 Power Consumption 

Power consumption is one of the major parameters, where this is highly concerned to 

consider any architecture. This is a bit complex to compute compared to latency and hop count 
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calculations. The total power consumption includes the involvement of cores, routers, directories, 

subnets, etc. As the directories are superintendent or controller of the individual subnets, it is 

assumed that the power consumption of directory is six units, which is double to an ordinary core. 

For data transmission, if the number of cores involved is less eventually, it reduces the power 

consumption in total. The detailed calculations of power consumption can be observed in Table 

4.12. There are six jobs in total and individual tasks are 31 in total. 

Table 4.12: Power consumption of 64-core architecture with uniform and non-uniform subnets 

Different 
Scenarios 

Subtasks 
between Cores 

Uniform Partition 
(mW) 

Non-Uniform Partition 
(mW) 

Job 1 

18-54 Psd =27.3, Pds=27.3 
Ptot=54.6 

Psd =15.3, Pds=15.3 
Ptot=30.6 

59-19 Psd =36.3, Pds=36.3 
Ptot=72.6 

Psd =24.3, Pds=24.3 
Ptot=48.6 

19-51 Psd =33.3, Pds=33.3 
Ptot=66.6 

Psd =21.3, Pds=21.3 
Ptot=42.6 

18-50 Psd =27.3, Pds=27.3 
Ptot=54.6 

Psd =15.3, Pds=15.3 
Ptot=30.6 

58-26 Psd =33.3, Pds=33.3 
Ptot=66.6 

Psd =21.3, Pds=21.3 
Ptot=42.6 

Job 2 

19-20 Psd =18, Pds=18.3 
Ptot=36.3 

Psd =6, Pds=18.3 
Ptot=24.3 

60-51 Psd =33.3, Pds=33.3 
Ptot=66.6 

Psd =24, Pds=12.3 
Ptot=36.3 

52-50 Psd =27.3, Pds=27.3 
Ptot=54.6 

Psd =15.3, Pds=12 
Ptot=27.3 

24-20 Psd =30.3, Pds=30.3 
Ptot=60.6 

Psd =30.3, Pds=18 
Ptot=48.3 

Job 3 

6-28 Psd =30.3, Pds=18 
Ptot=48.3 

Psd =30.3, Pds=30.3 
Ptot=60.6 

31-20 Psd =33.3, Pds=15 
Ptot=48.3 

Psd =27.3, Pds=27.3 
Ptot=54.6 

63-39 Psd =36.3, Pds=12 
Ptot=48.3 

Psd =30.3, Pds=30.3 
Ptot=60.6 

59-35 Psd =36.3, Pds=12 
Ptot=48.3 

Psd =30.3, Pds=30.3 
Ptot=60.6 
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Table 4.12 (continued) 

Different 
Scenarios 

Subtasks 
between Cores 

Uniform Partition 
(mW) 

Non-Uniform Partition 
(mW) 

Job 4 
 

19-35 Psd =33.3, Pds=33.3 
Ptot=66.6 

Psd =27.3, Pds=9 
Ptot=36.3 

17-34 Psd =24.3, Pds=24.3 
Ptot=48.6 

Psd =24.3, Pds=12 
Ptot=36.3 

38-14 Psd =24.3, Pds=24.3 
Ptot=48.6 

Psd =24.3, Pds=15 
Ptot=39.3 

49-52 Psd =24.3, Pds=24.3 
Ptot=48.6 

Psd =24.3, Pds=15 
Ptot=39.3 

23-20 Psd =30.3, Pds=12 
Ptot=42.3 

Psd =24.3, Pds=24.3 
Ptot=48.6 

4-31 Psd =33.3, Pds=21 
Ptot=54.3 

Psd =33.3, Pds=33.3 
Ptot=66.6 

60-39 Psd =33.3, Pds=21 
Ptot=54.3 

Psd =33.3, Pds=33.3 
Ptot=66.6 

Job 5 

54-63 Psd =27.3, Pds=27.3 
Ptot=54.6 

Psd =15.3, Pds=15.3 
Ptot=30.6 

53-55 Psd =27.3, Pds=9 
Ptot=36.3 

Psd =21.3, Pds=12 
Ptot=33.3 

47-61 Psd =27.3, Pds=15 
Ptot=42.3 

Psd =27.3, Pds=15 
Ptot=42.3 

63-62 Psd =27.3, Pds=6 
Ptot=33.3 

Psd =21.3, Pds=6 
Ptot=27.3 

53-45 Psd =12.3, Pds=9 
Ptot=21.3 

Psd =18.3, Pds=6 
Ptot=24.3 

46-62 Psd =27.3, Pds=9 
Ptot=36.3 

Psd =15.3, Pds=12 
Ptot=27.3 

55-47 Psd =24.3, Pds=6 
Ptot=30.3 

Psd =18.3, Pds=6 
Ptot=24.3 

Job 6 

9-45 Psd =15.3, Pds=15.3 
Ptot=30.6 

Psd =27.3, Pds=27.3 
Ptot=54.6 

54-50 Psd =27.3, Pds=27.3 
Ptot=54.6 

Psd =15.3, Pds=15.3 
Ptot=30.6 

18-22 Psd =27.3, Pds=27.3 
Ptot=54.6 

Psd =15.3, Pds=15.3 
Ptot=30.6 

13-41 Psd =15.3, Pds=15.3 
Ptot=30.6 

Psd =27.3, Pds=27.3 
Ptot=54.6 

 

As discussed earlier, size of subnets and partitions also plays a critical role in computing 

power consumption. Total power consumption includes two paths, where the power consumed in 
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source to destination path as request for data and return path that is from destination to source as 

accomplishment path.  

There are different scenarios of workload and the involvement of directories as controllers 

and the ability of ordinary cores with single hop connected neighbors will have different routing 

methods. Thus, the values or amount of power consumption differs according to task wise. The 

principle of computing power in both uniform and non-uniform partition is identical, however the 

values differ due to the number of directories, routers, cores, and subnets involved.  

The calculation of computing power consumption is represented in mathematical form and 

it is described as follows: 

Power consumption= Power consumed from source to destination (Psd) + Power consumed 

from source to destination (Pds).  

For Out-subnet: 

Psd = (Pcwr x Ncwr ) + 2 Pddr + 3 (Pwl) 

Pds = (Pcwr x Ncwr ) + 2 Pddr + 3 (Pwl) 

For Out-subnet: (Directory-Directory) 

Psd = 2 Pddr + 3 (Pwl) 

Pds = 2 Pddr + 3 (Pwl) 

For Out-subnet/In-subnet: (One hop) 

When the data exchange is within one hop, they communicate directly and simply update 

directory, which is beneficiary in not requesting the directory that may increase power 

consumption. 

Psd = (Pcwr x Ncwr ) + 2 Pddr  

Pds = (Pcwr x Ncwr ) + Power from source to directory intermediate cores (Psdr)+3 (Pwl) 
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For In-subnet: 

The data transmission for in-subnet is slightly different from other scenarios. If they are 

not at one hop distance, then the request goes to directory, but the return path is not necessarily 

through directory as they are in same subnet. The directory informs the destination core to send 

the data directly to source if the directory finds the destination is not busy.    

Psd = Power from source to directory (Psdr) + Power from directory to destination  

Pds = Power from destination to source + Update other directories 

According to the experimental results, the power consumption in non-uniform subnets may 

be higher for some special tasks (e.g., Job 6 Subtasks between cores 9-45 and 13-41), but on 

average, the performance of non-uniform subnets compared to uniform partition of subnets with 

large number of cores is impressive. 
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CHAPTER 5   

 RESULTS AND DISCUSSION 

In this chapter, first we discuss results of the proposed WNoC-CD, and WNoC-DDs 

architectures. Then, we discuss the results of the non-uniform partition of subnets with WNoC-

DDs as proposed architecture 3. For proposed architectures 1 and 2, the same workload is used. 

We use 25 different communication tasks as workload by considering in-subnet and out-subnet 

scenarios. Then the performance characteristics such as communication latency, hop count, and 

power consumption are derived for both WNoC-CD, and WNoC-DDs architectures. For proposed 

architecture 3, distributed directories with uniform and non-uniform partition is the major 

consideration and they are evaluated using six different jobs which are subdivided into 31 

individual sub tasks. The results of proposed architectures 1 and 2 are discussed in the following 

subsections. 

5.1 Evaluation of Proposed Architecture 1 

In this work, we introduce centralized directory with WNoC architecture  and is discussed 

as proposed architecture 1. The performance of each architecture is clearly observed when the 

comparison is performed according to each task. 

5.1.1 Communication Latency 

In this work, we considered 20 scenarios for out-subnet and 5 scenarios for in-subnet. The 

latency is same for all the in-subnet tasks as they are basically the mesh architecture. The path for 

in-subnet tasks are identical. The hop count and power consumption may be different, because of 

the wireless routers and directory. Figure 5.1 illustrates the communication latency due to the 

mesh, traditional WNoC, and proposed WNoC-CD architectures for all 25 tasks. 
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Figure 5.1: Communication latency compared to WNoC-CD architecture  

From Figure 5.2, by considering all the tasks, it is observed that the WNoC-CD architecture 

help reduce the communication latency, in an average, by 16.01% compared to mesh architecture, 

and 10.32% compared to traditional WNoC architecture. 

 

Figure 5.2: Average communication latency compared to WNoC-CD architecture 
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5.1.2 Hop Count 

The hop counts due to the mesh, WNoC, and proposed WNoC-CD architectures for all 25 

tasks are illustrated in Figure 5.3. WNoC-CD reduces extra hops compared to mesh or traditional 

broadcasting WNoC as the directory supervises the routers in establishing the path between source 

and destination cores. However, WNoC requires few extra hops based on the task to update the  

directory for maintaining data sync. This process does not affect the performance compared to 

mesh and traditional WNoC architectures. In traditional WNoC, for Task 14 and Task 15, the hop 

count is maximum when compared to other architectures. For Task 15 in traditional WNoC, even 

though the distance is between the source and destination is two hops, as they were in two different 

subnets, the path is through wireless routers which makes long path compared all other 

architectures. To process any request irrespective of destination subnet, the directory handles the 

request and ensures delivery. If the destination core is at one hop distance, then the data transfer 

takes place directly and updates the directory which is considered as extra hops compared to mesh 

architecture. 

 

Figure 5.3: Hop count compared to WNoC-CD architecture 
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From Figure 5.4, it can be observed that the hop count due to the WNoC-CD architecture 

is reduced by 62.03% when compared with the mesh architecture, and 52.65% when compared to 

traditional WNoC architecture.  

 

Figure 5.4: Average hop count compared to WNoC-CD architecture 
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From Figure 5.6, it can be observed that the power consumption due to the proposed 

WNoC-CD architecture is reduced by 66.96% when compared with that of the mesh architecture, 

and 57.3% when compared with traditional WNoC architecture.  

 

Figure 5.5: Power consumption compared to WNoC-CD architecture 

 

Figure 5.6: Average power consumption compared to WNoC-CD architecture 
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5.2 Evaluation of Proposed Architecture 2 

In this work, we introduce directory in each subnet and so it is termed as WNoC 

architecture with distributed directories (WNoC-DDs). The performance of each architecture is 

clearly observed when the comparison is performed according to each task. WNoC-DDs 

architecture results are promising in reducing the latency as well as hop counts and thus reduces 

power consumption. This performance achievement is possible with the directory in each subnet. 

The directory knows the address of each subnet and the core as well as the directory associated to 

the subnet. Particularly, this capability of directory makes the communication between cores more 

flexible and reduces the pressure of data synchronization at core level. Clustering subnets and 

communicating through subnets is like divide and conquer strategy, which enhances the 

performance of the architecture.  

5.2.1 Communication Latency 

In this work, we considered 25 tasks that has 20 scenarios for out-subnet and 5 scenarios 

for in-subnet. If we observe the latency for in-subnet scenarios, it is clear they are performing 

identical and is obvious as they are basically mesh architecture. However, with the introduction of 

directory in each subnet, the hop count and power consumption may be different for proposed 

WNoC-DDs architecture. Figure 5.7 illustrates the communication delay due to the mesh, WNoC-

CD, and proposed architectures for all 25 tasks. 

For all tasks, the latency due to WNoC-DDs architecture is smaller or same compared to 

that due to the mesh and WNoC-CD architectures. For Tasks 9, 18, and 22, the cores are next to 

each other; WNoC-DDs, mesh and WNoC-CD provides the least and same latency as they relate 

to one hop distance. 
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Figure 5.7: Communication latency compared to WNoC-DDs architecture 

From Figure 5.8, by considering all the tasks, it is observed that the WNoC-DDs 

architecture help reduce the communication delay, in an average, by 20.54% compared to mesh 

architecture, and 5.40% compared to WNoC-CD architecture. 

 

Figure 5.8: Average communication latency compared to WNoC-DDs architecture 

0

10

20

30

40

50

60

70

80

T1 T2 T3 T4 T5 T6 T7 T8 T9 T1
0

T1
1

T1
2

T1
3

T1
4

T1
5

T1
6

T1
7

T1
8

T1
9

T2
0

T2
1

T2
2

T2
3

T2
4

T2
5

C
om

m
un

ic
at

io
n 

L
at

en
cy

 (m
s)

Communication Latency Compared to WNoC-DDs

Mesh WNoC-CD WNoC-DDs

1324

1112
1052

0

200

400

600

800

1000

1200

1400

For all 25 tasks

C
om

m
un

ic
at

io
n 

la
te

nc
y 

(m
s)

Average Communication Latency Compared to WNoC-DDs

Mesh WNoC-CD WNoC-DDs



 

87 
 

5.2.2 Hop Count 

The hop counts due to the mesh, WNoC-CD, and proposed WNoC-DDs architectures for 

all 25 tasks are illustrated in Figure 5.9. WNoC-CD needs extra hops (based on task) to update the 

centralized directory for maintaining data sync. In WNoC, for Task 14 and Task 15, the hop count 

is maximum when compared to other architectures. The directory handles the request of each 

source core and ensures data transfer from the destination core to source core. WNoC-DDs 

architecture broadcasts the accomplished task information to other subnets for maintaining the data 

sync among directories/subnets. 

 

Figure 5.9: Hop count compared to WNoC-DDs architecture 
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Figure 5.10: Average hop count compared to WNoC-DDs architecture 

5.2.3 Power Consumption 

Power consumption due to the mesh, WNoC-CD, and proposed WNoC-DDs architectures 

for all the tasks is illustrated in Figure 5.11. It should be noted that the amount of power 

consumption should be increased within the subnet, as the distributed directories with wireless 

router is present in each subnet.  

 

Figure 5.11: Power consumption compared to WNoC-DDs architecture 
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For Tasks 21, 22, 23, 24, and 25 the power consumption is slightly large compared to 

WNoC-CD, but it is suitable for large network with reduced traffic. However, the proposed 

architecture power consumption is less for any individual task when compared to mesh 

architecture. 

From Figure 5.12, it can be observed that the power consumption due to the proposed 

architecture is reduced by 73.56% when compared with that of the mesh architecture, and 19.97% 

when compared with that of the WNoC-CD architecture. This is because the proposed distributed 

directories (Pddr) take less power than a centralized directory (Pcdr) with wireless core/router. 

 

Figure 5.12: Average power consumption compared to WNoC-DDs architecture 
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performance of the architecture. In this section, we compare the performance parameters such as 

latency, hop count, and power consumption in both uniform and no-uniform partition of subnets. 

5.3.1 Communication Latency 

In this work, we considered 6 jobs where each job has individual subtasks. The 

performance of these architectures is analyzed based on job basis. However, the individual job 

performance could affect based on the individual tasks in number and short and large distance 

between source and destination. The latency for uniform and non-uniform subnets for 64-core 

architecture is illustrated in Figure 5.13.     

 

Figure 5.13: Communication latency of uniform and non-uniform subnets in 64-core architecture  
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the non-uniform partitions, where small to large subnets existence can improve performance for 

many jobs on random. On average, non-uniform subnets perform well when compared to uniform. 

Figure. 5.14 illustrates the average performance according to the job. From the Figure 5.14, 

it can be observed that non-uniform partition of subnets performs better in 4 jobs out of 6 jobs. Job 

6 performance is identical as the jobs are from directory to directory. These random workloads 

generated by VisualSim tool provides substantial information that non-uniform partition of subnets 

perform well.   

 

Figure 5.14: Average communication latency on job basis 
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Figure 5.15: Average communication latency of 64-core architecture 
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Figure 5.16: Hop count of uniform and non-uniform subnets in 64-core architecture 

 

Figure 5.17: Average hop count on job basis 
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architecture. This is because the non-uniform subnets have close center core with distinct size of 

subnets in its architecture.  

 

Figure 5.18: Average hop count of 64-core architecture 
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Few in-subnet jobs may take more power as they traditionally follow mesh and updating 

the directories. However, as the subnet size varies, eventually power consumption in both 

architectures also varies. 

 

Figure 5.19: Power consumption of uniform and non-uniform subnets in 64-core architecture 
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positions. The dissimilar sizes of subnet prove that the performance is improved, and they are 

potential when considering other performance parameters too. 

 

Figure 5.20: Average power consumption on job basis 

 

Figure 5.21: Average power consumption of 64-core architecture 
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CHAPTER 6 

CONCLUSIONS AND FUTURE EXTENSIONS 

In this research, we analyzed different architectures such as mesh, WNoC, WNoC-CD, 

WNoC-DD of 36-core capacity. Further, the research is extended to 64-core architecture. WNoC-

DDs proved they are best when compared to other architectures. WNoC-CD architecture is not 

considered for 64-core as there are lot of bottlenecks such as traffic and subnet utilization to ensure 

performance. A single directory is not good enough to handle 64-core and so its workload.  

6.1 Conclusions 

Multicore architectures help improve performance to power ratio by concurrently using 

multiple cores. Contemporary multicore architectures have multilevel cache memory organization. 

Due to the presence of caches, multicore architectures suffer from high core-to-core 

communication latency and power consumption. Studies suggest that directory-based architecture 

with wireless routers has potential to decrease communication latency in multicore architectures. 

To address the cache coherence, latency and power consumption, we present a novel directory-

based mechanism in WNoC architecture with a centralized directory (WNoC-CD) and wireless 

routers as proposed architecture 1. Instead of using the entire architecture for an application, 

uniform partition of subnets is introduced with a wireless router assigned to its center core, which 

helps in reducing the hops. We simulate a 2D mesh, traditional WNoC, and the proposed WNoC-

CD architecture. According to the experimental results, the proposed architecture helps decrease 

the communication latency by up to 15.71% and the total power consumption by up to 67.58% 

when compared to the mesh architecture. Similarly, the proposed architecture helps decrease the 

communication latency by up to 10.01% and the total power consumption by up to 58.10% when 
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compared to the traditional WNoC architecture. The performance improvement in WNoC-CD 

architecture is by reducing the total number of hops.  

However, they are several challenges with WNoC-CD architecture such as latency due to 

waiting time of tasks and for every out-subnet task the subnet must request the centralized 

directory. WNoC-CD architectures are not suitable for larger number of cores. To address the 

issues of WNoC-CD, we introduce a uniform subnet partition of WNoC architecture with 

distributed directories (WNoC-DDs) as proposed architecture 2. A directory allows the tasks to 

execute faster by providing adaptive minimal routing path to reach the destination node. VisualSim 

Architect is used to model and simulate the architectures by using synthetic workload and the 

workload is identical to proposed WNoC-CD. It is observed that the distributed directories 

significantly improve the performance of WNoC architecture, which supports the adaptability of 

WNoC-DDs to larger networks. With the proposed WNoC-DDs, individual subnets can operate 

simultaneously if/as the cores acquire the required data from its own subnet. As the individual 

directory maintains/tracks the status of other directories, it would take less time for processing 

without or any further queries for the required data. Experimental results show that the proposed 

WNoC-DDs reduces communication delay up to 20.54% and 5.40%, respectively, when compared 

to mesh and WNoC-CD. Similarly, the proposed WNoC-DDs reduces power consumption up to 

73.56% and 19.97%, respectively, when compared to mesh and WNoC-CD. Finally, each of the 

distributed directories can control substantial number of cores compared to centralized directory.  

With the increased number of cores, the performance may be improved but the 

complexities in coordinating with peer cores is always challenging. A 64-core architecture is 

considered with a different workload that has six jobs, which is divided into 31 subtasks. In WNoC 

architectures, the performance is mostly based on partition of subnets and the routing algorithms 



 

99 
 

followed. Uniform partition with increased number of cores leads to underutilization of cores, 

latency and power consumption due to the shift of center core. To address the issues of uniform 

partition, we introduce a non-uniform partition in WNoC-DDs as proposed architecture 3 to get 

advantage of getting closer center core in larger number of cores. The non-uniform partition is also 

satisfactory to assign subnets according to the workload such as number of cores required to 

complete the given job. The proposed technique can be applied to further large number of cores.  

The designs and models are simulated using VisualSim tool. The tool allows to analyze the 

parameters and conveys useful information and provides trade-off performance of architectures. 

According to the experimental results, non-uniform WNoC-DD architectures helps in reducing the 

communication delay by up to 11.11%, hop count is reduced up to 26.26%, and the total power 

consumption by up to 14.76% when compared with the uniform subnets partition architecture. 

This is due to the selection of closer center cores and serving the subnets according to the range of 

cores required by a job. Thus, the introduction of non-uniform subnets is appropriate to address 

the issues of uniform subnets. Non-uniform subnets are with different subnet sizes and thus they 

give the opportunity of assigning workloads based on the subnet size. In such a way, the utilization 

is extended and reducing the latency, hop count, and power consumption.  

6.2 Future Extensions 

This work can be extended for future multicore/many-core system analysis. Some possible 

extensions are listed below: 

• Designing, modeling, and simulating CPU-GPU architectures for big data analytics. 

• Adding traffic parameters to the simulation of proposed architectures to check the range of 

workload that is enforced on a single hop and calculate bandwidth utilization and the range 

for each workload. 
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• Simulating multicore/many-core architectures to allow non-uniform subnets with dynamic 

working strategy to study performance. 

• Study on 3D NoC architectures and investigate the impact of combining 3D routers with 

3D processor architectures. 
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